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1 Introduction and Overview

Quantum field theory and the General theory of Relativity provide us with our

best descriptions of the four fundamental forces in Nature. With the exception of

gravity, the Standard Model of particle physics has successfully quantized all other

known forces, namely the strong, weak and electromagnetic forces. Gauge fields are

of particular significance within quantum field theory, since it is their quanta – the

gauge bosons, which mediate interactions described by the Standard Model. On the

other hand, the General theory of Relativity describes gravity as curvature, resulting

from a classical, dynamical spacetime metric. The solutions of Einstein’s equations

involve curved backgrounds which have globally defined null surfaces, such as black

hole backgrounds and our observable universe.

Spectral observations of Type Ia supernovae [1, 2] indicate that our universe is

expanding at an accelerated rate. This observation can be accounted for by the

Einstein field equations which include a positive cosmological constant Λ . An

accelerating universe further implies that our observations are confined to be within

a cosmological horizon. We are also aware that our universe is populated by black

holes. Several candidate binary black hole systems have been detected indirectly

using X-ray astronomy over the years [3–5]. More recently, the Laser Interferometer

Gravitational-Wave Observatory (LIGO) have detected the transient gravitational-

wave signals corresponding to the merger of inspiralling binary black hole systems [6–
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1 Introduction and Overview

10]. The gravitational wave observations of these events are completely consistent

with the properties of black holes predicted by General Relativity [11].

The outer null surface of a black hole is an example of a Killing horizon, called

the event horizon, which prevents classical observations of its interior from being

made by stationary observers outside the black hole. The cosmological horizon is

another example of a Killing horizon, which confines our observations to within

a cosmological neighbourhood of our entire universe. Thus Killing horizons are

globally defined null surfaces of the spacetime which are an effective boundary to

our observations. While the implications of spatial boundaries on field theories have

been investigated over the years, the effect of Killing horizons on field theories, and

in particular gauge theories, have not been well understood.

Spatial boundaries are relevant in the dynamics and quantization of field theories,

especially in the case of gauge fields. For example in classical electrostatics, the

potential in the presence of conducting surfaces is provided by the solution of the

Laplace equation in a space with boundaries. Equivalently, we can state that the

total charge in a region is given by the electric flux across the boundary enclosing all

the charges. Another example involves the Chern-Simons theory on a disk, where

the boundary modifies the classical dynamics and vacuum structure of the quantum

theory [12,13]. In the above examples concerning the Maxwell field, the dynamics of

the fields are subject to the Gauss law constraint of the theory. While the Gauss law

constraint is not affected by the presence of spatial boundaries, it implies that the

fields must satisfy certain boundary conditions to be consistent with the constraint.

As a consequence, this affects the gauge transformations and physical states of the

Maxwell field at the boundary.

The situation in the case of horizons is quite different. Killing horizons are causal

boundaries for stationary or static observers outside the event horizon of a black

2



1 Introduction and Overview

hole, or within a cosmological horizon. However, they are not physical boundaries

as in the case of spatial boundaries. In particular, the spacetime manifold exists well

beyond the Killing horizons. Let us consider for instance a freely falling observer

into a black hole. Classical General Relativity tells us that this observer finds

nothing special at the event horizon of a black hole, where curvature invariants of

the background are in fact well behaved. Thus components of the stress tensor,

or more specifically scalar invariants such as TµνT
µν are also well behaved at the

horizons. In the case of matter field theories, we can make specific assumptions

on the behaviour of the fields at the horizon. On the other hand, we cannot a

priori impose such conditions on constrained field theories. Only gauge invariant

scalars constructed out of the fields remain finite at the horizon, while the gauge

fields themselves may remain completely arbitrary. Boundary conditions on gauge

fields can only be imposed after deriving the constraints. In particular, the gauge

parameters or their derivatives need not vanish at the horizons of the background.

This property allows for the modification of the constraints of field theories, such as

the Gauss law constraint, at the Killing horizons of the spacetime. The central aim

of this thesis is to explore these modifications and their effect on the dynamics and

quantization of gauge theories on backgrounds with one or more Killing horizons.

Dirac and independently Bergmann and collaborators developed the Hamiltonian

formulation for constrained systems [14–16], which was in particular used to in-

vestigate the dynamics and possible quantization of the gravitational field [17–21].

Building on these works, Arnowitt, Deser and Misner developed the 3 + 1 formal-

ism in terms of the shift and lapse variables [22]. This formalism was used on

the gravitational action to define the ADM mass, momentum and angular momen-

tum as surface integrals evaluated at spatial infinity. Regge and Teitelboim further

demonstrated that these surface integrals are necessary for a consistent Hamilto-
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1 Introduction and Overview

nian formulation of General Relativity on asymptotically flat backgrounds. More

specifically, the surface integrals are a consequence of the constraints of General

Relativity [23, 24]. The Dirac-Bergmann formalism has been considered for field

theories on curved backgrounds with spatial boundaries [12,25–28]. As in the case

of constrained theories on flat backgrounds, the constraints of gauge and gravita-

tional fields are not modified in the case of spatial boundaries. Any surface terms

which arise in the Hamiltonian formalism are identified with additional boundary

conditions to be imposed on the fields [27, 28]. As will be argued in this thesis,

Killing horizons differ from spatial boundaries in that they modify the constraints

of field theories. Consequently, known results on black hole backgrounds could also

be modified, especially at the horizons.

Based on the conserved charges of gauge and gravitational fields on asymptotically

flat backgrounds, Wheeler conjectured that black hole horizons have no (classical)

hair [29]. This conjecture asserts that black holes can be only characterized by

their mass, charge and angular momentum, all of which are conserved quantities

associated with a Gauss law constraint. The absence of hairs on the horizons of black

holes implies that any internal configuration of a black hole, that which lies behind

the event horizon, cannot be determined from external observations. However, many

properties of black holes have been understood from the interaction of their horizons

with external fields and perturbations.

For instance, it is known that black holes in the presence of external electromag-

netic fields have an induced surface charge and current [30, 31]. The horizons of

black holes also have certain mechanical properties. External gravitational fields

can tidally deform rotating black holes, which leads to the conclusion that a horizon

can also behave like a viscous fluid [32,33]. Black holes also have a mass and surface

area which always increases in any dynamical process outside the horizon [34–36].

4



1 Introduction and Overview

These results concerning the mass and area led Bekenstein to suggest that black

holes possess an entropy proportional to the surface area of the event horizon [37].

In considering quantum fields outside the event horizon of a stationary black hole,

Hawking further discovered that black holes have a temperature and will radiate a

thermal distribution of field quanta [38]. This result is a part of the correspondence

between the laws of black hole mechanics and thermodynamics, through which black

holes can be shown to satisfy all four laws of thermodynamics [39]. Damour success-

fully rewrote the equations governing the evolution of general black hole horizons in

the form of electromagnetic, mechanical and thermodynamic equations [40].

The above relations satisfied at the horizons of black holes were incorporated into

the 3 + 1 formulation of General Relativity through the membrane paradigm [41].

The dynamics of matter fields in the standard 3 + 1 formalism on black hole back-

grounds are often ‘frozen’ at the horizon. In addition, quantum fields around black

holes can suffer from divergences at the horizon [42]. In the membrane paradigm,

the black hole interior and horizon are replaced with a timelike physical membrane,

endowed with the known electrical, mechanical and thermodynamical properties of

horizons [43]. The properties of fields at the membrane affect observations made by

stationary observers outside the black hole within the membrane paradigm. As an

example, the driving of an accretion disk into a Kerr black holes equatorial plane has

been understood as a consequence of both the black hole’s ‘gravitomagnetic’ field

outside the membrane and the disk’s viscosity at the membrane [44]. The membrane

paradigm has also helped provide insights into the entropy and thermal atmosphere

surrounding black holes as they evaporate through Hawking radiation [45,46].

The membrane paradigm approximates the black hole horizon as a timelike sur-

face. As stated previously, my thesis will consider how the constraints of field

theories are modified by the presence of Killing horizons. Unlike spatial boundaries,
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1 Introduction and Overview

we will find that Killing horizons provide additional contributions to the constraints

of field theories. Thus constraints from the horizon will have implications on the

conserved charges and the properties of fields at the horizons, which will differ from

the predictions for gauge fields at the membrane following the membrane paradigm.

Horizon corrections to the constraints could also be relevant in the quantum de-

scription of black holes. We recall that the radiation emitted by black holes can be

described by the renormalized expectation value of the stress-energy tensor 〈T̂µν〉ren

near the horizon [46–49]. The expectation value is determined with respect to the

vacuum state of the curved background. However, unlike Minkowski spacetime, vac-

uum states on curved backgrounds are not globally defined and modes are required

to satisfy appropriate boundary conditions at the horizon and null infinity [50–52].

While such conditions can be unambiguously applied on the modes of matter field

theories, care must be taken in the case of gauge theories. Contributions from the

horizons in the constraints have a direct implication on the gauge invariant quan-

tum state of the theory at the horizons. Furthermore, since boundary conditions

on gauge fields must respect the constraints at the horizons, they are not as freely

specifiable as in the case of matter fields.

Fields at the horizon might also be related to the entropy of black holes. For

instance, Carlip considered the constraints of General Relativity and demonstrated

that the surface algebra of diffeomorphisms at the horizons of 2 + 1 dimensional

black holes contains a Virasaro subalgebra. The central charge of the surface alge-

bra was shown to be proportional to the Bekenstein-Hawking entropy [53, 54]. An

understanding of the microstates which account for the entropy of black holes might

provide a resolution to the longstanding information paradox, which is based on

Hawking’s observation that should a black hole completely radiate away, it would

imply a loss of information and unitarity [55]. While there have been several at-
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1 Introduction and Overview

tempts at an explanation over the decades, many of which make use of properties

of generic fields at the horizon [56–61], the paradox has remained unresolved. A re-

cently proposed resolution involves soft hairs on the horizons of black holes [62,63].

This proposal is based on relations between the symmetries at null infinity and

Weinberg’s soft theorems for gauge and gravitational fields on asymptotically flat

backgrounds [64–66]. Specifically, the soft theorems for photons and gravitons were

shown to result as the Ward identities associated with infinite-dimensional symmetry

groups at null infinity I . These involve large gauge transformations that approach

angle dependent constants at I for abelian gauge theories and the supertranslations

of the BMS group for gravitational theories. The corresponding conserved currents

imply the existence of soft charges on the sphere at null infinity. It has been argued

that similar soft charges might exist on the horizons of black holes, implying the

presence of soft hairs which could retain information [67].

A possible description of soft charges may be realized through dressed scalar

and fermionic fields. Faddeev and Kulish extended previous results in the litera-

ture [68,69] to construct fermionic fields dressed with soft photons which provide a

non-vanishing S-matrix [70]. This is in contrast with the Fock basis S-matrix ele-

ments of quantum electrodynamics, which are known to vanish [71,72]. The dressed

fields involved in the Faddeev-Kulish construction have been shown to be consistent

with Weinberg’s soft photon theorem and provide a realization of the soft charges

at null infinity [73]. However, the construction of dressed charges which could de-

scribe soft hairs on the horizons of black holes remains an open problem. The

Faddeev-Kulish dressing terms have also been derived for static charges of quantum

electrodynamics in flat spacetime by using the radiation gauge [74, 75] and within

the BRST formalism [76–78]. This suggests that soft charges and their physical im-

plications could be further investigated using well developed formalisms for gauge

7



1 Introduction and Overview

theories. In this thesis, we will derive the Gauss law constraint of the Maxwell

field which involves surface contributions from the horizons of the background. A

good gauge fixing choice in this case involves the radiation gauge with additional

surface terms from the horizons. We will demonstrate that this gauge modifies the

known dressing function of the fields in scalar quantum electrodynamics on flat

backgrounds.

In light of current observations, which were mentioned at the beginning of this

chapter, it is of interest to generalize known results on asymptotically flat black

hole backgrounds to black hole backgrounds with a cosmological horizon. We can

always consider a 3 + 1 decomposition (also known as a foliation) of spacetime into

spacelike hypersurfaces and ‘time’. On backgrounds with certain symmetries, such

as spherically symmetric and axisymmetric backgrounds, we can further consider fo-

liations where spatial sections of the horizons of the background are the boundaries

of the spacelike hypersurfaces. One proven way to investigate the dynamics and

charges of gauge theories on foliated backgrounds is through the constrained Hamil-

tonian formulation of field theories. The significant difference in the treatment of

constrained field theories on backgrounds with spatial boundaries and those which

will be considered in my thesis involves the nature of the boundary.

While boundary conditions ensure the regularity of the fields at the boundary

of a manifold, they are restrictive for gauge fields in general. Any value ascribed

to gauge fields can be altered by gauge transformations. Boundary conditions can

be chosen as a gauge fixing choice. However, such conditions should be chosen

only after a determination of the constraints of the theory. The Dirac-Bergmann

formalism on field theories also requires the evaluation of Poisson brackets involving

smeared constraints. The smearing functions are in the same space as the parameters

of gauge transformations and in the dual space of the constraints which generate

8



1 Introduction and Overview

gauge transformations. With spatial boundaries, either the smearing function or

their derivatives vanish at the boundary to ensure the regularity of the fields there.

Killing horizons on the other hand are globally defined null surfaces located within

a given manifold. The smearing functions and gauge fields at the horizons can

be completely arbitrary, so long as gauge invariant scalars constructed from the

fields are finite. As a consequence of smearing functions which do not vanish at

the horizons, we will demonstrate that the constraints of gauge theories can involve

surface modifications due to the horizons of curved backgrounds. Such modifications

will further affect the dynamics and observed charges of constrained field theories.

We will review the Dirac-Bergmann formalism for constrained field theories on

general curved backgrounds in the next chapter, following the classic treatment

provided in [16, 79–82]. Our review will set up the covariant notation and frame-

work which will be adopted in subsequent chapters of the thesis. The formalism as

described in this chapter will be applicable to any foliated curved background in-

volving spatial hypersurfaces on which the Hamiltonian is defined. The review will

also consider Grassmannian fields, which allows for the treatment of both bosonic

or fermionic variables. This will be particularly relevant in the final chapter of this

thesis on the Hamiltonian BRST formalism, in which the BRST charge and the

ghosts have odd Grassmann parity .

In Chapter 3, we will consider the Dirac-Bergmann formalism on spherically sym-

metric spacetimes with one or more horizons [83]. The foliation is carried out with

respect to the timelike Killing vector field of the spacetime, whose norm vanishes on

the horizons of the background. This leads to spatial hypersurfaces whose bound-

aries correspond to spatial sections of the horizons of the spacetime. As examples, we

will consider the Maxwell and Abelian Higgs fields. In the case of both field theories,

we demonstrate that the Gauss law constraint involves additional surface contribu-
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1 Introduction and Overview

tions from the horizons of the spacetime. The surface terms in the constraints lead

to gauge transformations of the fields which retain their usual form. These surface

contributions due to the horizons however do affect the observed charge. The gauge

fixing of the theory can also be chosen to include surface terms at the horizons. We

will see that in some cases, such surface terms are necessary to ensure that the gauge

has been appropriately fixed at the horizons.

The integration of the Gauss law constraint provides an expression for the charge.

By integrating the Gauss law constraint of the Maxwell field over a volume out-

side the black hole horizon and within the cosmological horizon, we find the usual

expression for the electric flux across the outer boundary of the volume, which is

a closed spatial surface. However, we also demonstrate that the surface term in

the constraint causes the electric flux to vanish across the horizons. This suggests

the interpretation that equal and opposite charges are present on either side of the

horizon, with the charges behind the horizon screened for an external observer. In

the case of the Abelian Higgs field, we find a similar result – a non-vanishing electric

flux outside the horizon and a vanishing flux across the horizon. This result holds

for the Higgs field in the false vaccuum on black hole de Sitter backgrounds, where

an electric flux is present in the background.

We derive the Dirac brackets in the radiation gauge for the Maxwell field and the

unitary gauge for the Abelian Higgs field. These brackets are the covariant gener-

alizations of those known in flat spacetime [80]. The modified Gauss law constraint

however allows us to consider more general gauge fixing conditions. We consider

this possibility in the case of the Maxwell field. The radiation gauge is modified

to include an additional surface term analogous to that present in the Gauss law.

In this case, the Dirac bracket involves the Green function of the spatial Laplacian

of the hypersurface. We consider the limit of the radiation gauge Dirac brackets

10



1 Introduction and Overview

about the Schwarzschild background when any one of its arguments is evaluated at

the horizon. While the usual radiation gauge Dirac bracket reduces to the Pois-

son bracket in this limit, the modified radiation gauge Dirac bracket involves an

additional non-vanishing contribution from the horizon [84].

In Chapter 4, we will consider the Dirac-Bergmann formulation on Kerr back-

grounds with one or more horizons [85]. The foliation is carried out with respect to

a timelike combination of the temporal and axial Killing vector fields of the back-

ground. While this vector coincides with the Killing vector field of the background

at the horizons, it is not Killing for all other points on the spacetime. This leads to

certain subtleties involved in the Hamiltonian formulation on Kerr backgrounds in

comparison with the spherically symmetric case, which is discussed at length. The

Gauss law constraint of the Maxwell field involves additional surface contributions

from the horizons, similar to the case of spherically symmetric backgrounds. We

derive the Dirac brackets of the theory in the axial gauge. These brackets involve

specific functions, whose solutions on the asymptotically flat Kerr background is

provided in the Appendix.

The results of Chapter 3 motivated us to consider the Hamiltonian BRST for-

malism on spherically symmetric backgrounds with horizons in Chapter 5 [86]. The

BRST formalism in particular can be used to investigate the physical observables

and quantization of the theory. We first describe the formalism and the extended

phase space involved for all theories of the Yang-Mills type, i.e. theories whose first-

class constraints satisfy a Lie algebra. The conventions we adopt provide the usual

covariant action in the absence of any horizon contributions in the constraints and

gauge fixing terms. We then consider the specific examples of the Yang-Mills field

and scalar electrodynamics. By using the Dirac-Bergmann formalism, we find that

the Gauss law constraints in these theories also involve surface contributions from

11
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the horizons of the background. We then introduce the ghosts and their momenta

in the extended phase space and define the BRST charge. The inclusion of surface

terms at the horizons in the gauge fixing function is shown to provide effective ghost

and gauge fixing actions with surface integrals at the horizons.

We investigate the renormalizability in the case of the Yang-Mills field. Specifi-

cally, we are interested in the possible effect of the additional surface integrals at the

horizons on the renormalizability of the theory. We first use the Zinn-Justin equa-

tion to demonstrate that the renormalized BRST transformations take the same

form as the known BRST transformations of the Yang-Mills field. We then consider

the invariance of an effective action under the renormalized BRST transformations.

The bulk contribution to the effective action of the Yang-Mills field is assumed to

have a similar form as that derived using the Hamiltonian BRST formalism. The

effective action also includes all possible surface integrals which involve the ghosts

and the conjugate momentum of the Lagrange multiplier. We find that an effective

action which includes these surface integrals at the horizons is renormalizable.

In the case of scalar electrodynamics, we consider the effect of surface contribu-

tions on the physical charges of the theory. Within the Hamiltonian BRST formal-

ism, we can construct a co-BRST charge – a gauge fixing fermion which is also a

nilpotent operator. We use the co-BRST charge to identify the dressed scalar fields

of the theory which are both BRST and co-BRST invariant. When surface terms

are present in the gauge fixing function, we demonstrate that the dressing involves

additional surface contributions from the horizons of the background. This provides

a generalization of the dressing function of static charges in flat spacetime [74, 75]

to spherically symmetric backgrounds which involve one or more horizons.

We summarize the results of the previous chapters and some future directions

worth exploring in the conclusion of the thesis.

12



2 The Dirac-Bergmann formalism on

foliated backgrounds

In the case of certain dynamical systems, it may not be possible to solve for all the

velocities of the theory in terms of their canonically conjugate momenta. In such

theories, the Legendre transform of the Lagrangian to the Hamiltonian is singular

and the dynamics of the theory is said to be constrained. The canonical formulation

required to treat constrained theories was originally developed by Dirac [14,16] and

independently by Bergmann and collaborators [15] in flat spacetime. The Dirac-

Bergmann formalism allows for a systematic derivation of all the constraints of the

theory. As the constraints involve relations among the phase space variables, this

leads to a Hamiltonian formulation of the theory on a reduced subspace in phase

space called the constrained subspace. The constraints of the theory may be either

first-class or second-class. Within the canonical framework, gauge transformations

are generated by the first-class constraints of the theory. The canonical Hamiltonian

evolves a given initial configuration of the fields into a class of final configurations,

all of which are related to one another by gauge transformations. To ensure that

the dynamical evolution is uniquely defined, we can either ‘solve’ the first class

constraints, or more systematically, introduce additional constraints in the theory

to ‘fix’ a gauge.
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2 The Dirac-Bergmann formalism on foliated backgrounds

Unlike first-class constraints, second-class constraints are not associated with any

gauge transformations of the theory. While the Poisson brackets of first-class con-

straints define an algebra in phase space, the Poisson brackets of second-class con-

straints do not and need to be consistently eliminated from the theory. This is

achieved through the definition of a modified Poisson bracket, called the Dirac

bracket, which vanishes when any one of its arguments is a second-class constraint.

The Dirac brackets define a new algebra in phase space and are particularly im-

portant in the context of gauge fixed theories. Gauge fixing introduces additional

constraints which have non-vanishing Poisson brackets with the existing first-class

constraints of the theory. The resulting constraints are all second-class and it is the

Dirac brackets which define the dynamics of the gauge fixed theory.

In the following sections, I will review the Dirac-Bergmann formalism for field the-

ories following many of the classic references on the subject [79–82]. The treatment

will be considered on foliated backgrounds, which will help set up the conventions

for subsequent chapters of my thesis. Beginning with the next section, the Hamilto-

nian formulation for theories which involve Grassmannian fields will be considered

on spatial hypersurfaces resulting from a foliation of general curved backgrounds. I

will then provide the covariant definitions for the canonical Hamiltonian and Pois-

son brackets on these spatial hypersurfaces. The review of the Dirac-Bergmann

formalism for constrained field theories will then be provided using the definitions

introduced for foliated backgrounds. The review will consider topics relevant to this

thesis, which include the derivation of the constraints, properties of first-class and

second-class constraints and the construction of Dirac brackets. Further details of

constrained field theories can be found in the above listed references on the subject.
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2 The Dirac-Bergmann formalism on foliated backgrounds

2.1 Hamiltonian formulation for general field theories

Let us consider the action functional for N fields ΦA (A = 1, · · · , N) and their

derivatives defined on a Lorentzian spacetime manifold M

S[ΦA] =

∫
dV x

4 L̃(ΦA(x)) , (2.1)

where dV4 and L̃ refer to the covariant volume element and Lagrangian density,

respectively. We assume that our spacetime manifold can be expressed asM = Σ×

R, with ‘time’ along R and Σ as constant time spatial hypersurfaces. This foliation

will be particularly relevant in later chapters where we will consider spherically

symmetric and axially symmetric backgrounds, both of which involve Killing vector

fields that admit such a foliation. The spacetime metric gab can be written in terms

of a spatial metric hab of the hypersurface Σ and a unit timelike normal ua to the

hypersurfaces, such that

gab = hab − uaub , (2.2)

where uaua = −1. We can also define the projection operator hba as

hba = δba + ubua , (2.3)

where δba is the Kronecker delta function. Any spacetime tensor can be projected

onto the hypersurface Σ using the projection operator given in Eq. (2.3). Time

derivatives of the fields Φ̇A are defined as the Lie derivative with respect to some

time evolution vector ta of the background. This vector can have both spatial and

temporal components, i.e. ta = Nua + Na, where N = −taua is called the lapse

and Na = tbhab is called the shift of the time evolution vector ta [87]. Using dVx

to denote the covariant volume element of the hypersurface Σ, we can express the

action in Eq. (2.1) in the following way
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2 The Dirac-Bergmann formalism on foliated backgrounds

S[ΦA] =

∫
dt L[ΦA , Φ̇A] =

∫
dt

∫
Σ

dVx L(ΦA(x) , Φ̇A) , (2.4)

where L and L respectively denote the Lagrangian and the Lagrangian density

following the foliation and are related by

L[ΦA , Φ̇A] =

∫
Σ

dVx L(ΦA(x) , Φ̇A(x)) . (2.5)

We note that dV x
4 = NdtdVx, where N as before refers to the lapse function. Thus

the projection of the action actually produces N L̃ for some Lagrangian density L̃.

In Eq. (2.5), we have denoted N L̃ as L in the definition of the Lagrangian.

Subsequent chapters of this thesis will concern foliated backgrounds whose space-

like hypersurfaces Σ have a boundary ∂Σ corresponding to spatial sections of the

horizons of the background. This cannot be defined generally and requires the

consideration of spacetime backgrounds which possess certain symmetries and in

particular timelike Killing vector fields. In this thesis, spherically symmetric back-

grounds will be considered in Chapters 3 and 5, while a certain class of axisymmetric

backgrounds will be considered in Chapter 4, where such foliations can be defined.

We will also let the fields be either bosonic or fermionic. Thus the fields in

general belong to a Grassmann algebra. These fields can be assigned either an even

or odd Grassmann parity. Denoting the parity by ε, we say that the field ΦA is

even when εΦA = 0 (mod 2) and that it is odd when εΦA = 1 (mod 2). Lagrangians

and Hamiltonians will always be an even functional of the fields. Because parity

is additive for composite fields, given any two functionals of the fields F (ΦA) and

G(ΦA), we have

FG = (−1)εF εGGF . (2.6)

Due to the presence of odd Grassmanian fields, the variations and derivatives have
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2 The Dirac-Bergmann formalism on foliated backgrounds

to be handled carefuly. The variation of a functional F (ΦA) of a field ΦA can be

written in two possible ways

either
δLF

δΦA

, or
δRF

δΦA

, (2.7)

where
δL
δΦA

and
δR
δΦA

denote the left functional derivative and right functional deriva-

tive with respect to ΦA, respectively. The left functional derivative
δL
δΦA

simply en-

tails that we vary F in Eq. (2.7) with respect to ΦA, with δΦA moved to the extreme

left and then deleted. Likewise
δR
δΦA

in Eq. (2.7) means that we vary F with respect

to ΦA, with δΦA moved to the extreme right and then deleted. These variations

are identical when the field ΦA is even. In the following, functional variations and

derivatives which are left unspecified will always be taken to mean ‘left’. With these

definitions at hand, we can now consider the momenta ΠA canonically conjugate to

the fields ΦA . These are defined by

ΠA =
δL

δΦ̇A

, (2.8)

where the functional derivative in this definition is taken on the hypersurface Σ , i.e.

it is an ‘equal-time’ functional derivative

δΦA(~x, t)

δΦB(~y, t)
= δBA δ(x, y) =

δΦ̇A(~x, t)

δΦ̇B(~y, t)
. (2.9)

We will sometimes refer to the spacetime coordinates x as x = (~x, t), as in Eq. (2.9).

The δ(x, y) in Eq. (2.9) is the covariant three-dimensional delta function on Σ which

satisfies ∫
Σ

dVy δ(x, y)f(~y, t) = f(~x, t) , (2.10)

for any well behaved function f defined on Σ. Using the Lagrangian L of Eq. (2.5),

we can construct the canonical Hamiltonian through the Legendre transform

HC =

∫
Σ

dVx (ΠAΦ̇A)− L . (2.11)

17



2 The Dirac-Bergmann formalism on foliated backgrounds

The repeated indices in Eq. (2.11) and throughout the thesis will imply the sum over

all values of the index, in accordance with the summation convention. The canonical

Hamiltonian is defined in a 2N infinite-dimensional phase space. To describe the

dynamics of fields in phase space, we require the definition of Poisson brackets.

The graded Poisson bracket for two functionals of the canonical variables F
(
ΦA,Π

A
)

and G
(
ΦA,Π

A
)

will be defined as

[F,G]P =

∫
Σ

dVz

(
δRF

δΦA(z)

δLG

δΠA(z)
− δRF

δΠA(z)

δLG

δΦA(z)

)
. (2.12)

Given three functionals of the canonical variables, F
(
ΦA,Π

A
)
, G

(
ΦA,Π

A
)

and

H
(
ΦA,Π

A
)
, the graded Poisson bracket satisfy the following useful relations

[F,G]P = (−1)εF εG+1 [G,F ]P ,

[F,GH]P = [F,G]P H + (−1)εF εGG [F,H]P ,

[[F,G]P , H]P + (−1)εF (εG+εH) [[G,H]P , F ]P + (−1)εH(εF+εG) [[H,F ]P , G]P = 0 ,

ε ([F,G]P ) = εF + εG . (2.13)

The first and last equations of Eq. (2.13) tells us that the graded Poisson bracket

represents the commutator or anticommutator in the case of even or odd Grassman-

nian fields, respectively. The second equality of Eq. (2.13) refers to the linearity

of the graded Poisson bracket, while the third equality is the Jacobi identity. For

simplicity, we will henceforth refer to the graded Poisson bracket simply as Poisson

brackets.

With the choice of F = ΠB(~x, t) and G = ΦA(~y, t) in Eq. (2.12), we recover the

canonical relation between the fields and their momenta

[
ΠB(~x, t),ΦA(~y, t)

]
P

= −δBAδ(x, y) . (2.14)
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2 The Dirac-Bergmann formalism on foliated backgrounds

The time evolution of any functional of the fields is determined from its Poisson

bracket with the Hamiltonian

Ḟ = [F,HC ]P . (2.15)

The Hamiltonian formulation given above is incomplete when the mapping from

velocities to momenta given in Eq. (2.8) cannot be used to solve for all the velocities

in terms of their canonically conjugate momenta. The Hamiltonian in such theories

can be constructed through the Dirac-Bergmann formalism, which will be reviewed

in the following section.

2.2 Constrained Field Theories

The Hamiltonian in Eq. (2.11) provides a complete description of the dynamics of

the system only if all velocities of the theory uniquely map into the momenta. The

momenta defined in Eq. (2.8) fail to be independent in systems where the following

matrix, called the Hessian, is degenerate

WAB =
δ2L

δΦ̇AδΦ̇B

. (2.16)

The Lagrangian of such theories is said to be singular and the theory possesses

constraints involving the velocities and momenta of the theory. Some of these con-

straints which follow directly from the Lagrangian of the theory can be deduced

from the nullity of the Hessian and are called primary constraints. Assuming then

that there are M primary constraints, we denote them by

Pm(ΦA(x),ΠA(x)) ≈ 0, m = 1, · · · ,M ; M < 2N . (2.17)

The constraints are satisfied on a 2N −M infinite-dimensional subspace of phase

space, which we will call the ‘constraint subspace’. The symbol ≈ in Eq. (2.17)
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2 The Dirac-Bergmann formalism on foliated backgrounds

stands for ‘weakly equal’, meaning ‘equal on the constraint subspace’. In other

words, two quantities on the phase space are weakly equal only if they differ by a

linear combination of the constraints. While the constraints vanish on the subspace,

their variations need not. Thus in particular, Poisson brackets must first be eval-

uated before setting the constraints to vanish. An equality is said to be strongly

equal if it holds throughout phase space and not just on the constraint subspace.

The Dirac-Bergmann formalism provides a step-by-step procedure to determine

all the constraints of the theory. We first include the constraints in Eq. (2.17) to

the canonical Hamiltonian given in Eq. (2.11) and define

H̃ =

∫
dVx (ΠAΦ̇A + vmPm)− L ≈ HC , (2.18)

where the vm denote Lagrange multipliers, which are arbitrary functions of the

canonical variables and coordinates. Consistency requires that these constraints be

respected in time, i.e.

Ṗm =
[
Pm, H̃

]
P
≈ 0 . (2.19)

This may be satisfied in broadly one of two ways. If
[
Pm, H̃

]
P

is a linear combination

of existing constraints, Ṗm ≈ 0 automatically. If the Poisson bracket does not

vanish, the requirement that
[
Pm, H̃

]
P
≈ 0 either leads to conditions which the

Lagrange multipliers vm must satisfy weakly, or to new constraints QP . These new

constraints are now added to the Hamiltonian in Eq. (2.18) with their own Lagrange

multipliers and the constraint subspace is further restricted by vanishing QP . We

now need to ensure that Q̇P ≈ 0. The process just described is repeated until no

further constraints result. The final Hamiltonian so derived will be called the total

Hamiltonian, which we will denote as HT . At the end of the process, let there

be P = 1, · · ·P < 2N − M constraints QP derived by requiring the consistency

condition. These are called the secondary constraints of the theory.
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2 The Dirac-Bergmann formalism on foliated backgrounds

Let us suppose that there are a total of K(< 2N) constraints at the end of this

procedure. Within the Hamiltonian formalism it is meaningful to classify these

not as primary and secondary constraints, but rather as first-class and second-class

constraints. A dynamical function is called first-class if it has weakly vanishing

Poisson brackets with all the constraints of the theory, else the function is second-

class. In particular, constraints which have weakly vanishing Poisson brackets with

all other constraints are first-class constraints. Let us thus suppose that the K

constraints are comprised of I first-class constraints, Ωa ; a, b, · · · = 1, · · · , I, and J

second-class constraints Sα ;αβ, · · · = 1, · · · , J . We will also assume that we can

identify that part of the Hamiltonian which is independent of the constraints, which

we denote by H0. Then the total Hamiltonian HT can be expressed as

HT =

∫
Σ

dVx (H0 + vaΩa + vαSα) . (2.20)

2.2.1 Second-Class Constraints and Dirac brackets

It follows from the definition of second-class functions that the Poisson bracket of

the second-class constraints among themselves do not weakly vanish. Hence trans-

formations generated by second-class constraints could map physical configurations

of the fields to unphysical ones. The elimination of these constraints can be achieved

through the construction of Dirac brackets, which are defined as

[F, G]D = [F, G]P −
∫
Σ

dVz

∫
Σ

dVw [F, Sα(z)]P C−1
αβ (z, w) [Sβ(w), G]P , (2.21)

where C−1
αβ is the inverse of the matrix built from the Poisson brackets of second-class

constraints

Cαβ(x, y) = [Sα(x), Sβ(y)]P . (2.22)
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2 The Dirac-Bergmann formalism on foliated backgrounds

The Dirac brackets satisfy the relations given in Eq. (2.13), if the Poisson brackets

are replaced by Dirac brackets. Further, the Dirac brackets vanish, by construction,

should any of its arguments be a second-class constraint, i.e. [Sα, A]D = 0, with

A denoting any functional of the fields. After implementing the Dirac brackets we

can thus set the second-class constraints to vanish. As a result, the theory now

comprises of a total Hamiltonian which do not involve the second-class constraints,

whose dynamics are governed by Dirac brackets.

2.2.2 First-Class Constraints and Gauge Fixing

An important property of first-class functions is that they preserve the Poisson

bracket structure. Let F and G denote two first-class functions and Ψi ; i, j, k, · · · =

1, · · ·K denote all the constraints of the theory. The first-class property implies that

the Poisson brackets [F ,Ψk]P and [G ,Ψk]P can be expressed as a linear combination

of the constraints Ψk. It then follows from the Jacobi identity that [[F ,G]P ,Ψk]P

is also a linear combination of the constraints, and therefore weakly vanishes. Thus

the Poisson bracket of two first-class functions is also first-class and preserves all the

existing constraints of the theory.

The first-class constraints in addition generate gauge transformations. For sim-

plicity, let us assume that all the constraints appearing in the total Hamiltonian of

Eq. (2.20) involve only first-class constraints. Then the variation of an arbitrary

functional B of the fields in a time interval δt is given by

δB = δt ([B ,H0]P + va [B ,Ωa]P ) (2.23)

However, the multipliers have an arbitrary dependence on the phase space variables,

as well as time. By assuming that the values of the multipliers at the initial and final

times are va and v′a respectively, we see that the difference in the time evolution of
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2 The Dirac-Bergmann formalism on foliated backgrounds

the functional B due to the variation of the multipliers is given by

∆B = ∆va [B,Ωa]P , (2.24)

where ∆va = δt(va − v′a). Since Hamilton’s equations fully determine the final

configuration of the system for any given initial configuration, the variation in

Eq. (2.24) must be physically irrelevant. Thus the infinitesimal contact transfor-

mation in Eq. (2.24) represents a gauge transformation generated by ∆vaΩa, i.e.

the first-class constraints of the theory.

2.3 Discussion

Following the elimination of second-class constraints, it is also desirable to further

eliminate the first-class constraints and thereby the gauge redundancy of the the-

ory completely. One approach involves solving the first-class constraints directly,

thereby reducing the number of independent phase space variables. A more sys-

tematic approach is based on the introduction of ‘gauge-fixing’ constraints, which

are not derived from either the Lagrangian or the Hamiltonian, but which have

non-vanishing Poisson brackets with the first-class constraints. In this manner, each

first-class constraint is replaced by two second-class constraints. These constraints

can now be eliminated by constructing the Dirac brackets of the gauge fixed theory.

However, this approach works insofar as Dirac brackets can be defined. General

constrained systems may provide a matrix of the Poisson brackets of second-class

constraints whose inverse cannot be exactly determined. For example, in the case of

the Yang-Mills field, the inverse of the matrix needed to define the Dirac brackets can

only be solved perturbatively. The resulting field dependence in the Dirac brackets

obstructs the usual canonical quantization of the theory [81]. In such cases, the
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2 The Dirac-Bergmann formalism on foliated backgrounds

Hamiltonian BRST formalism for constrained theories can prove useful [79]. Aspects

of the Hamiltonian BRST formalism relevant to this thesis and its formulation on

spherically symmetric backgrounds with horizons will be considered in Chapter 5.
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3 Constrained dynamics on

spherically symmetric backgrounds

In this chapter, I will apply the Dirac-Bergmann formalism to field theories on static,

spherically symmetric black hole backgrounds, which may either be asymptotically

flat or possess a cosmological horizon. These spacetimes are endowed with a timelike

Killing vector field, whose norm vanishes on the horizons of the background. This

allows us to consider spatial hypersurfaces with boundaries corresponding to the

spatial sections of the horizon(s) of the spacetime. By considering the time evolution

with respect to the Killing vector field, the background and the horizons are fixed

while the fields defined on them evolve in time. The first section of this chapter

describes the foliation of the spacetime and the definition of time derivatives, which

will be used to investigate the Hamiltonian dynamics of field theories.

The constraints of field theories often involve the derivatives of fields. Thus the

presence of boundaries on the hypersurface could modify the constraints. Since the

constraints are also specific to a given theory, we will consider the effect of horizons

on the constraints through two examples – the Maxwell field and the Abelian Higgs

model. In both cases, we find that the Gauss law constraint now involve additional

surface terms due to the horizons of the spacetime. The modified Gauss law con-

straint leads to certain implications on the observed charge. We first show that any
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3 Constrained dynamics on spherically symmetric backgrounds

surface whose radius is greater than the black hole horizon has a non-vanishing flux

through it, thereby enclosing a non-vanishing charge. We however also demonstrate

that this flux vanishes in taking the limit of this surface to the event horizon of

the black hole. This suggests that a black hole horizon might act as a dipole layer,

comprising of opposite charges on either side of the horizon. While the charges on

one side of the horizon are screened for an external observer, this is not the case for

an observer exactly at the horizon.

We will also consider the gauge transformations and gauge fixing of the theory

in light of the modified constraints. We will find that the gauge transformations

of both the Maxwell field and the Abelian Higgs model take the same form as on

curved backgrounds without boundaries. We then adopt the usual radiation gauge

for the Maxwell field and the unitary gauge for the Abelian Higgs field. This leads

to covariant extensions of the known Dirac brackets for these theories. When the

radiation gauge is adopted for the Maxwell field, the Dirac brackets involve the

Green function for the spacetime Laplacian operator. Using the expression for this

Green function on the Schwarzschild background, we show that the Dirac bracket

reduces to the Poisson bracket when any one of its arguments is considered at the

event horizon. We have also considered a modified radiation gauge involving an

additional surface term, which serves to fix the fields at the horizon. In this case,

the resulting Dirac brackets involve the Green function for the spatial Laplacian of

the hypersurface. The expression of this Green function about the Schwarzschild

background has been derived in the appendix of this chapter. Using this expression,

we show that the Dirac brackets in the radiation gauge which involves surface terms

at the horizon of a Schwarzschild black hole, remain distinct from Poisson brackets

when any one of its arguments is evaluated at the horizon.
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3 Constrained dynamics on spherically symmetric backgrounds

3.1 Foliation of the background

We will consider static, spherically symmetric, torsion-free spacetimes endowed with

at least one horizon. Thus there exists a timelike Killing vector field ξa satisfying

∇(aξb) = 0 , (3.1)

which is normalized such that λ2 = −ξaξa , with λ = 0 at the horizons. This Killing

vector satisfies the Frobenius theorem and hence

ξ[a∇bξc] = 0 . (3.2)

It follows that there exists a one-parameter family of integrable, spacelike hyper-

surfaces Σ which are everywhere orthogonal to ξa . The background may have one

or more Killing horizons, which are surfaces where λ = 0 . Spatial sections of the

Killing horizons H are submanifolds of Σ. Thus the region of spacetime under con-

sideration is H ∪ ± ∪ γξ , where γξ represents the timelike orbits of ξa. For an

asymptotically flat or anti-de Sitter spacetime, this represents the region ‘outside

the horizon’. For spacetimes with a positive cosmological constant, for example a

static de Sitter black hole spacetime, the region under consideration is ‘between the

horizons’. The induced metric on Σ is given by

hab = gab + λ−2ξaξb . (3.3)

From Eq. (3.3), it also follows that the determinant of the spacetime metric satisfies

√
−g = λ

√
h . (3.4)

The spatial sections of the Killing horizons H of the background are closed, spher-

ically symmetric surfaces. As these surfaces are submanifolds of Σ, the induced

metric on H can be written as

σab = hab − nanb , (3.5)
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3 Constrained dynamics on spherically symmetric backgrounds

where na is a unit spatial normal, nan
a = 1, which points in the direction of increas-

ing time.

We can define the projection operator hab

hab = δab + λ−2ξaξb , (3.6)

which projects spacetime tensors onto the spatial hypersurface Σ. We also define a

covariant derivative Da compatible with the metric hab of the hypersurface Σ

Db = hab∇b ; Dahbc = 0 . (3.7)

Using Eq. (3.6), we have by definition the following projection on Σ

hag · · ·hbfhlc · · ·hmd T
g···f
l···m = ta···bc···d ,

hneh
a
g · · ·hbfhlc · · ·hmd ∇nT

g···f
l···m = Deta···bc···d , (3.8)

where ∇a is the spacetime covariant derivative, T a···bc···d represents a spacetime tensor

and ta···bc···d denotes its projection on Σ. The projected tensors in Eq. (3.8) are denoted

with lowercase alphabets, which will be the convention followed in this thesis.

The time evolution of the fields will be generated by the Lie derivative with respect

to the timelike Killing vector field ξa

Ṫ a···bc···d = £ξT
a···b
c···d . (3.9)

Since £ξgab = 0 = £ξξ
a, it follows that £ξhab = 0. Thus time evolution and the

projection of tensors can be performed on any spacetime tensor in any order.

We will now consider the projection of a given action, which will be needed to

define the canonical Hamiltonian. Let ΨA , A = 1, · · ·N , define fields on the space-

time. The action involving the fields and their derivatives is given by the volume

integral of the Lagrangian density over the spacetime manifold M

S =

∫
dV x

4 L(ΨA(x),∇aΨA(x)) . (3.10)
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From Eq. (3.4), the covariant volume element can be expressed as dV x
4 = λ(x)dtdVx.

Denoting the projection of the fields ΨA by ΦA, we can then always determine the

projected action

S =

∫
dt

∫
Σ

dVx λ(x)L(ΦA(x),DaΦA(x),£ξΦA(x))

=

∫
dt L(ΦA(x),DaΦA(x),£ξΦA(x)) , (3.11)

where we have defined the Lagrangian L as the volume integral of the Lagrangian

density over Σ in Eq. (3.11). The treatment now follows Chapter 2, with the foliation

of the background as defined above. The definition of the momenta are now as given

in Eq. (2.8)

ΠA =
δL

δΦ̇A

. (3.12)

As in Eq. (2.9), Eq. (3.12) involves an ‘equal-time’ functional derivative on the

hypersurface, which satisfies

δΦA(~x, t)

δΦB(~y, t)
= δBA δ(x, y) , (3.13)

where the δ(x, y) is the covariant delta function on Σ defined in Eq. (2.10) which

satisfies ∫
Σ

dVy δ(x, y)f(~y, t) = f(~x, t) . (3.14)

The momenta in Eq. (3.12) define the canonical Hamiltonian through the Legendre

transform

HC =

∫
Σ

dVx ΠAΦ̇A − L . (3.15)

The Dirac-Bergmann formalism can now be carried out exactly as described in the

previous chapter. However, as mentioned in the introduction of this chapter, we
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expect that the ‘boundaries’ of the hypersurface (corresponding to the horizons of

the spacetime) could affect the constraints of field theories known in the absence of

boundaries. In the next sections, we will consider the Maxwell field and the Abelian

Higgs model, where we will investigate the effect of the horizons of the background

on these theories.

3.2 The Maxwell field

The covariant action for the Maxwell field is given by

SEM =

∫
dV x

4

(
−1

4
FabFcdg

acgbd
)
, (3.16)

where Fab = ∂aAb − ∂bAa and dV4 is the four-dimensional volume form on the

manifold M = Σ × R. Using dV x
4 = λ dt dVx and defining ab = habAa, φ = Aaξ

a,

ea = −λ−1ξcFcd and fab = hcah
d
bFcd , we find the following projected action

SEM = −
∫
dt

∫
Σ

dVx
λ

4

(
fabf

ab − 2eae
a
)

=

∫
dt LEM . (3.17)

From Eq. (3.9), the time derivative of the field Aa can be expressed as

Ȧb ≡ £ξAb = ξa∇aAb + Aa∇aξ
a

= ξaFab +∇a(Abξ
b) . (3.18)

By projecting this expression, we find

ȧb = −λeb +Dbφ . (3.19)

Since the velocity term £ξφ does not appear in the electromagnetic Lagrangian

Eq. (3.17), it implies that the momentum conjugate to φ vanishes and is a constraint

of the theory
δLEM

δφ̇
= πφ = 0 . (3.20)
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The momenta corresponding to ab are given by

πb =
δLEM
δȧb

= −eb . (3.21)

The canonical Hamiltonian now follows from the Legendre transform

HC =

∫
Σ

dVx
(
πbȧb

)
− L

=

∫
Σ

dVx

(
λ

(
1

2
πbπb +

1

4
fabf

ab

)
+ πbDbφ

)
. (3.22)

We add the primary constraint to Eq. (3.22) to define a new Hamiltonian H̃

H̃ =

∫
Σ

dVx

(
λ

(
1

2
πbπb +

1

4
fabf

ab

)
+ πbDbφ+ vφπ

φ

)
, (3.23)

where vφ is a Lagrange multiplier. The canonical Poisson brackets of the theory are

given by

[
φ(x), πφ(y)

]
P

= δ(x, y) ,[
aa(x), πb(y)

]
P

= δbaδ(x, y) , (3.24)

where the covariant delta function δ(x, y) satisfies Eq. (3.14).

3.2.1 The Dirac-Bergmann formalism

We will now apply the Dirac-Bergmann formalism to determine all the constraints

of the theory. In order to find any additional constraints, we need to ensure that the

existing constraints are satisfied at all times. Since the constraints are distribution-

valued functions of phase space, we will require the use of smearing (test) functions to

evaluate the Poisson bracket. We thus introduce a non-dynamical smearing function
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ε, using which we will calculate επ̇φ =
[
επφ, H̃

]
P

. This Poisson bracket is calculated

as follows∫
Σ

dVyε(y)π̇φ(y) =

∫
Σ

dVyε(y)
[
πφ(y), H̃

]
P

=

∫
Σ

dVyε(y)

πφ(y),

∫
Σ

dVxπ
b(x)Dxbφ(x)


P

= −
∮
∂Σ

day ε(y)nybπ
b(y) +

∫
Σ

dVy ε(y)
(
Dybπ

b(y)
)
. (3.25)

In deriving this result, we have used the canonical Poisson brackets given in Eq. (3.24)

and an integration by parts. The smearing function ε is assumed to be well behaved,

but we make no further assumption regarding its properties. In particular we do

not assume that ε or its derivatives vanish on the horizons of the background.

The surface integral in Eq. (3.25) is to be considered as a sum over all the surfaces

on the background. Thus, for black hole backgrounds with a cosmological horizon,

there are in fact two surface integrals. The unit normal na would then denote the

outward pointing normal at the black hole horizon and the inward pointing normal

at the cosmological horizon. The area element at the horizons is finite and we have

already assumed that ε is finite there. By using the Schwarz inequality, we find that

the remaining terms in the surface integrand are also finite

∣∣nbπb∣∣ ≤ √|nbnb| |πbπb| . (3.26)

In this expression, nbn
b = 1 by definition since nb is the unit spatial normal to the

horizon, and πbπ
b = ebe

b appears in the energy momentum tensor (more precisely

in invariant scalars such as T abTab), and therefore is finite at the horizon. Thus the

integral over ∂Σ is finite and provides a non-vanishing contribution from the horizons

to the constraint. Thus Eq. (3.25) provides the following integrated expression for
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the smeared constraint∫
Σ

dVy ε(y)Ω2(y) = −
∮
∂Σ

day ε(y)nybπ
b(y) +

∫
Σ

dVy ε(y)Dybπ
b(y) . (3.27)

Apart from the smearing function, the integrand in Eq. (3.27) can be written as the

following constraint comprising of a bulk and a surface term

Ω2 = −nbπb
∣∣∣
H

+Dbπb ≈ 0 . (3.28)

The ‘|H’ denotes the surface term contribution from the horizon(s). Eq. (3.28)

represents an expression which must always be smeared and integrated. By using a

smearing function ε which is regular at the horizons, the integration of Eq. (3.28) is

as given in Eq. (3.27).

We will now show that there are no further constraints resulting from Ω̇2 ≈ 0.

We first include the new constraint with a multiplier into the existing Hamiltonian

given in Eq. (3.23), which gives us

HT = H̃ +

∫
Σ

dVx v1Dbπb −
∮
∂Σ

dax v1nbπ
b . (3.29)

Ω̇2 now follows by evaluating the Poisson bracket of the smeared constraint with the

new Hamiltonian. We find∫
Σ

dVy ε(y)Ω̇2(y) =

∫
Σ

dVy ε(y) [Ω2(y), HT ]P

= −
∫
Σ

dVyDyb (ε(y))

∫
Σ

dVx
[
πb(y),Dxaac(x)

]
P
fac(x)

=

∫
Σ

dVyDyaD
y
b ε(y)fab(y)

= 0 . (3.30)
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The last equality follows from the antisymmetry of fac in its indices, where we have

used the fact that Da is torsion-free. Thus the total Hamiltonian is that of Eq. (3.29)

with the expression

HT =

∫
Σ

dVx

(
λ

(
1

4
fabf

ab +
1

2
πaπ

a

)
+ v1Dbπb + πbDbφ+ vφπ

φ

)
−
∮
∂Σ

dax nbv1π
b

(3.31)

The multipliers v1 and vφ can be determined from the equations of motion. The

evolution of φ is given by∫
Σ

dVyε(y)φ̇(y) =

∫
Σ

dVyε(y) [φ(y), HT ]P

=

∫
Σ

dVyε(y)

∫
Σ

dVxvφ(x)
[
φ(y), πφ(x)

]
P

=

∫
Σ

dVyε(y)vφ(y) , (3.32)

which tells us that vφ = φ̇. The evolution of ab gives us∫
Σ

dVy ε(y)ȧb(y) =

∫
Σ

dVy [ε(y)ab(y), HT ]P

=

∫
Σ

dVy ε(y)

∫
Σ

dVx [ab(y), πc(x)]P (λ(x)πc(x) +Dxcφ(x)−Dxc v1(x))

=

∫
Σ

dVyε(y) [λ(y)πb(y) +Dybφ(y)−Dybv1(y)] . (3.33)

Comparing this with the expression for ȧb in Eq. (3.19), we find that Dbv1 = 0.

While v1 can be any constant, we will for simplicity assume that v1 = 0. With these

values for the multipliers, the total Hamiltonian in Eq. (3.31) takes the form

HT =

∫
Σ

dVx

(
λ

(
1

4
fabf

ab +
1

2
πaπ

a

)
+ πbDbφ+ φ̇πφ

)
. (3.34)
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3.2.2 Gauge transformations and Gauge fixing

The two constraints of the Maxwell field are both first class and therefore generate

local gauge transformations of the fields. To determine these transformations, we

construct the general linear combination of the constraints

∆(x) =

∫
Σ

dVxα1(x)Ω1(x) + α2(x)Ω2(x) , (3.35)

where Ω1 = πφ , Ω2 = Daπa − naπa
∣∣∣
H

and α1 , α2 are two arbitrary differentiable

functions. We now find the following non-vanishing Poisson brackets of ∆ with the

fields

δ1φ(x) = [φ(x),∆(y)]P = α1(x)

δ2ab(x) = [ab(x),∆(y)]P = −Dxbα2(x) (3.36)

These transformations can be identified with the usual gauge transformations Aµ →

Aµ + ∂µα of the covariant Lagrangian in Eq. (3.16) if we identify α2(y) = −α(y)

and α1(y) = £ξα(y). We note that the gauge transformations for this background

are the same as those on backgrounds without horizons. The surface terms in the

Gauss law constraint ensure that the gauge transformations of ab remain unaltered.

We also note that ab(x) and φ(x) in Eq. (3.36) could be located anywhere on Σ,

including at the horizons. This can equivalently be seen as a result of the functions

α1 and α2 being regular at the horizons, which distinguishes our result for gauge

transformations at horizons from those on spatial boundaries.

To proceed further, we take the approach of converting the gauge constraints into

second class ones by fixing the gauge. We will first adopt the radiation gauge in

the following and later on, a modified radiation gauge which also involves a surface
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term. The radiation gauge is given by

Ω1 = πφ

Ω2 = Daπa − naπa
∣∣∣
H

Ω3 = φ ,

Ω4 = Db (λab) . (3.37)

This gauge involves the constraints Ω3 ≈ 0 and Ω4 ≈ 0, in addition to the two

first-class constraints of the theory, Ω1 ≈ 0 and Ω2 ≈ 0. Collectively, the constraints

in Eq. (3.37) are second-class and have the following non-vanishing Poisson brackets

[Ω1(x),Ω3(y)]P = −δ(x, y) ,

[Ω2(x),Ω4(y)]P = Dya
(
λ(y)Dayδ(x, y)

)
. (3.38)

The first Poisson bracket in Eq. (3.38) results directly from the canonical relations.

We evaluate the second Poisson bracket using two smearing functions ε(y) and γ(x)

which are regular at the horizons as follows∫
Σ

dVx γ(x)Ω2(x),

∫
Σ

dVy ε(y)Ω4(y)


P

=

∫
Σ

dVx (Dxaγ(x))πa(x) ,

∫
Σ

dVy
(
Dbyε(y)

)
λ(y)ab(y)


P

= −
∫
Σ

dVy λ(y) (Dyaγ(y))
(
Dayε(y)

)
= −

∮
∂Σ

day λ(y)ε(y)nay (Dyaγ(y)) +

∫
Σ

dVy ε(y)Day (λ(y)Dyaγ(y)) . (3.39)

The first and last equality in Eq. (3.39) result from an integration by parts. Since

the smearing functions ε and γ are regular at the horizons, the surface integral in
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the last equality of Eq. (3.39) vanishes on account of the Schwarz inequality

|λnaDa (γ)|2 ≤ λ2 |nana|
∣∣hab (Daγ) (Dbγ)

∣∣
= 0 (at the horizons) . (3.40)

Thus the only contribution of Eq. (3.39) comes from the volume term which, upon

using the definition of the delta function in Eq. (3.14), can be rewritten as∫
Σ

dVx γ(x)Ω2(x),

∫
Σ

dVy ε(y)Ω4(y)


P

=

∫
Σ

dVy ε(y)

∫
Σ

dVx γ(x)
[
Day (λ(y)Dya (δ(x, y)))

]
.

(3.41)

Hence the Poisson brackets between the constraints are those given in Eq. (3.38).

The matrix of the Poisson brackets between these constraints have a non-vanishing

determinant and is invertible. This matrix Cαβ (x, y) = [Ωα(x),Ωβ(y)]P is given by

C(x, y) =


0 0 −δ(x, y) 0

0 0 0 Dya
(
λ(y)Dayδ(x, y)

)
δ(x, y) 0 0 0

0 −Dya
(
λ(y)Dayδ(x, y)

)
0 0

 .

(3.42)

The Dirac brackets for two phase space functionals A and B follows from Eq. (2.21)

[A , B]D = [A , B]P −
∫
Σ

dVu

∫
Σ

dVv [A , Ωa(u)]P C
−1
ab (u, v) [Ωb(v) , B]P . (3.43)

The inverse of the matrix Cab requires the solution of the following equation

Dya
(
λ(y)DayG (x, y)

)
= −δ (x, y) . (3.44)

We will now demonstrate that G (x, y) represents the time-independent Green func-

tion of the spacetime Laplacian operator. Given a general rank p antisymmetric
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tensor Θab...d whose Lie derivative with respect to ξ vanishes, £ξΘ
ab...d = 0, and

whose projection on the hypersurface Σ is given by ha
′
a h

b′

b ...h
d′

d Θab...d = θa
′b′...d′ , we

have the following identity

λ
(
∇aΘ

ab...d
)
hb
′

b ...h
d′

d = Da
(
λθab

′...d′
)
. (3.45)

This in particular tells us that the one form ∇y
aG (x, y), for a time-independent

scalar function G (x, y), satisfies the following relation

∇y
a∇a

yG (x, y) = λ(y)−1Dya
(
λ(y)DayG (x, y)

)
. (3.46)

Thus the Green function equation for the spacetime Laplacian

∇y
a∇a

yG (x, y) = −λ(y)−1δ (x, y) , (3.47)

is equivalent to the following Green function equation on the hypersurface Σ

Dya
(
λ(y)DayG (x, y)

)
= −δ (x, y) , (3.48)

which is precisely Eq. (3.44). Thus the inverse of the matrix in Eq. (3.42) is

C−1(x, y) =


0 0 δ(x, y) 0

0 0 0 G (x, y)

−δ(x, y) 0 0 0

0 −G (x, y) 0 0

 . (3.49)

Using this matrix in Eq. (3.43), we find the following non-vanishing Dirac bracket

[
aa(x), πb(y)

]
D

= δ(x, y)δba −Dxa
(
λ(y)DbyG (x, y)

)
. (3.50)

This result follows from making no assumptions about G (x, y) and its derivatives

at the horizons. The Green function involved in the Dirac bracket of Eq. (3.50)

has been derived about the Schwarzschild background in [88–91]. Its expression in
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spherical polar coordinates for two points ~r = (r , θ , φ) and ~r′ = (r′ , θ′ , φ′) on Σ is

given by [91]

G (~r , ~r′) =
1

rr′

[
(r −m)(r′ −m)−m2 cos γ√

(r −m)2 + (r′ −m)2 − 2(r −m)(r′ −m) cos γ −m2 sin2 γ
+m

]
,

(3.51)

wherem denotes the mass of the black hole and cos γ = cos θ cos θ′+sin θ sin θ′ cos (φ− φ′).

Using the expression in Eq. (3.51), we find that the term Dxa
(
λ(y)DbyG (x, y)

)
ap-

pearing in Eq. (3.50) has a non-vanishing expression outside the horizon of the

Schwarzschild black hole and vanishes when any one of its arguments, x or y, is at

the horizon. Upon substituting Eq. (3.51) in Eq. (3.50), we find the following limit

when r′ → rH and r 6= rH([
aa(~r), π

b(~r′)
]
D

)
r′→rH

= δ(~r, ~rH)δba =
([
aa(~r

′), πb(~r)
]
D

)
r′→rH

, (3.52)

where ~rH ≡ (rH, θ, φ) and (· · · )r′→rH denotes that we have taken the limit r′ → rH

of the argument in the brackets. Eq. (3.52) reveals that the Dirac bracket, when any

one of its arguments is at the horizon of the Schwarzschild black hole, reduces to

the canonical Poisson bracket between the fields. The Dirac bracket in the radiation

gauge should only be non-vanishing for the transverse components of the Maxwell

field, which is achieved through the Green function contribution in the Dirac bracket.

We have just noted that this contribution vanishes at the horizon. This result in

Eq. (3.52) can nevertheless be physically acceptable, as Killing horizons are actually

null surfaces on which ‘transverse’ and ‘longitudinal’ lose meaning. However, since

our analysis considers the spatial section of the horizon and not the horizon itself, we

can seek a more appropriate gauge fixing choice which will provide Dirac brackets

that are distinct from Poisson brackets even at the horizons of the spacetime.

This observation motivates us to adopt a radiation gauge which involves an addi-

tional surface term at the horizons of the background, analogous to the surface term
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in Ω2 . This will allow us to consider how the horizon could affect the dynamics of

the theory, which is what we primarily wish to explore in this thesis. Upon applying

the gauge, we have the following four constraints

Ω1 = πφ

Ω2 = Daπa − naπa
∣∣∣
H

Ω3 = φ

Ω4 = Dbab − nbab
∣∣∣
H
. (3.53)

As in the usual radiation gauge, the following Poisson brackets are easily derived

[Ω1(x),Ω3(y)]P = −δ(x, y) ,

[Ω2(x),Ω4(y)]P = DaDaδ(x, y) . (3.54)

The first Poisson bracket in Eq. (3.54) is simply one of the canonical relations.

The second Poisson bracket is determined from the following calculation∫
Σ

dVxγ(x)Ω2(x),

∫
Σ

dVy ε(y)Ω4(y)


P

=

∫
Σ

dVx (Dxaγ(x))πa(x) ,

∫
Σ

dVy
(
Dbyε(y)

)
ab(y)


P

= −
∫
Σ

dVy (Dyaγ(y))
(
Dayε(y)

)
= −

∮
∂Σ

day ε(y)nay (Dyaγ(y)) +

∫
Σ

dVy ε(y)DayDyaγ(y). (3.55)

Using the Schwarz inequality, we find that the surface integrand satisfies

|naDa (γ)|2 ≤ |nana|
∣∣hab (Daγ) (Dbγ)

∣∣
= hab (Daγ) (Dbγ) . (3.56)
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The smearing functions and their derivatives are regular on the horizon, while hrr ∼

λ2 on spherically symmetric backgrounds. Hence only the volume term of Eq. (3.55)

contributes to the Poisson bracket. Using the definition of the delta function in

Eq. (3.14), we can re-express the Poisson bracket as∫
Σ

dVx γ(x)Ω2(x),

∫
Σ

dVy ε(y)Ω4(y)


P

=

∫
Σ

dVy ε(y)

∫
Σ

dVx γ(x)
(
DayDya (δ(x, y))

)
,

(3.57)

which is the Poisson bracket given in Eq. (3.54). The matrix of the Poisson brackets

between these constraints, Cαβ (x, y) = [Ωα(x),Ωβ(y)]P , is now given by

C(x, y) =


0 0 −δ(x, y) 0

0 0 0 DyaDayδ(x, y)

δ(x, y) 0 0 0

0 −DyaDayδ(x, y) 0 0

 . (3.58)

Using Eq. (2.21), we have the definition of the Dirac bracket for two dynamical

entities A and B

[A , B]D = [A , B]P −
∫
Σ

dVu

∫
Σ

dVv [A , Ωα(u)]P C
−1
αβ (u, v) [Ωβ(v) , B]P . (3.59)

To evaluate the brackets, we now need to find the inverse of the operator DaDa. Let

us formally write the inverse as G̃(x, y) , i.e.

DyaDayG̃ (x, y) = −δ (x, y) , (3.60)

for some scalar function G̃ (x, y). This is the time-independent Green function for

the spatial Laplacian operator of the hypersurface Σ. With this, the inverse matrix
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C−1
αβ (x, y) can be written as

C−1(x, y) =


0 0 δ(x, y) 0

0 0 0 G̃ (x, y)

−δ(x, y) 0 0 0

0 −G̃ (x, y) 0 0

 . (3.61)

We can now substitute Eq. (3.61) in Eq. (3.43) to find the following non-vanishing

Dirac bracket for the fields[
aa(x), πb(y)

]
D

= δ(x, y)δba −DxaDbyG̃ (x, y) . (3.62)

Let us now consider how this bracket differs from that given in Eq. (3.50). The

Green function for the spatial Laplacian operator on the Schwarzschild background

has the following expression [84]

G̃ (~r, ~r′) =
1√
rr′

 √
(κ(r)r −m) (κ(r′)r′ −m)√

(κ(r)r −m)2 + (κ(r′)r′ −m)2 − 2 (κ(r)r −m) (κ(r′)r′ −m) cos γ

+
m
√

(κ(r)r −m) (κ(r′)r′ −m)√
(κ(r)r −m)2 (κ(r′)r′ −m)2 +m4 − 2m2 (κ(r)r −m) (κ(r′)r′ −m) cos γ

 ,

(3.63)

where κ(r) = 1 + λ(r) = 1 +
√

1− 2m
r

, m is the mass of the Schwarzschild black

hole, ~r = (r, θ, φ), ~r′ = (r′, θ′, φ′) and cos γ = cos θ cos θ′ + sin θ sin θ′ cos (φ− φ′) as

before. A detailed derivation of this expression has been provided in the Appendix

of this chapter. We can now substitute Eq. (3.63) in Eq. (3.62) and take the limit

where any one of its arguments is at the horizon. In this case, we find the following

Dirac bracket involving the radial component of the electric field πr

[ar(~r), π
r(~y)]D

∣∣∣
y→rH

= δ(~r , ~rH) + κH
2r −m(1 + cos γ)

2 (r2 −mr(1 + cos γ))3/2
= [ar(~y), πr(~r)]D

∣∣∣
y→rH

,

(3.64)
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where the constant κH in Eq. (3.64) denotes the surface gravity of the Schwarzschild

black hole. The limit in Eq. (3.64) is quite different from the analogous limit found

in Eq. (3.52) resulting from the radiation gauge without a surface term. While this

result is gauge dependent, it does suggest that the quantization of fields could be

affected by how fields are fixed at the horizon.

3.2.3 Charges

Given a Gauss law constraint, its volume integration provides the flux across a given

Gaussian surface – the boundary of the region over which the volume integration

is carried out. The Gauss law constraint thereby provides an expression for the

charge contained within a region. On asymptotically flat black hole backgrounds

it is has been usually assumed (on the basis of charge conservation) that since the

charge contained in the spacetime can be expressed as a surface integral at infinity,

a non-vanishing surface integral over the horizon of the black hole must exist and

provides an expression for the charge contained behind the event horizon.

We will now consider the integration of the modified Gauss law constraint in

Eq. (3.28) over a region of the hypersurface ΣB, whose outer (spatial) boundary

is located at rB and whose inner radius is located at the event horizon rH . The

surfaces at rB and rH will be denoted by ∂ΣB and ∂ΣH respectively. In order to

clarify the steps in this section, we will denote surface integrals which arise from

integrating the divergence term Dbπb by

∮
and the surface integral contributions

due to the surface term of Eq. (3.28) by

∮∮∮
. The surface integrals have their usual

meaning and the notation merely reflects where the surface integrals come from.

We can now derive the expression for the charge contained within the region ΣB by
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integrating Eq. (3.28) from rH to rB,where rB > rH . We find

QB =

∫
ΣB

Ω2

=

∮
∂ΣB

nbπ
b −

∮
∂ΣH

nbπ
b +

∮∮∮
∂ΣH

nbπ
b −

∮∮∮
∂ΣB

nbπ
b

=

∮
∂ΣB

nbπ
b . (3.65)

The last surface integral

∮∮∮
∂ΣB

nbπ
b in the second equality of Eq. (3.65) actually van-

ishes. This follows from Eq. (3.28), which tells us that the only surface terms which

do contribute are those involving surface integrals over the horizons of the back-

ground. Thus only the first three terms in the second equality of Eq. (3.65) provide

the result in the last line of Eq. (3.65). This is the usual expression for the charge

as seen by an observer located at a radius rB outside the horizon of the black hole.

However, a crucial difference occurs if the above integral is considered in the limit

where ∂ΣB → ∂ΣH . In this case we find from Eq. (3.65)

lim
∂ΣB→∂ΣH

QB = QH = 0 . (3.66)

We note that in this case the fourth term in the second equality of Eq. (3.65) has a

non-vanishing limit, leading to the result in Eq. (3.66). A similar result follows for

backgrounds which possess a cosmological horizon, which we assume to be located at

a radius rC . When an outer horizon exists, we can’t consider any Gaussian surface

which encloses the cosmological horizon which lies within the hypersurface Σ. We
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can however always integrate entirely over Σ to find

Q =

∫
Σ

Ω2

=

∮
∂ΣC

nbπ
b −

∮
∂ΣH

nbπ
b +

∮∮∮
∂ΣH

nbπ
b −

∮∮∮
∂ΣC

nbπ
b

= 0 . (3.67)

Eq. (3.66) and Eq. (3.67) reveal an unexpected result, namely that a non-vanishing

flux observed over a spatial surface outside the horizon of a black hole is seen to

vanish as the surface approaches the horizon. Eq. (3.65), Eq. (3.66) and Eq. (3.67)

suggest that the horizon may be viewed as a dipole layer, with the charge on one

side of the horizon being screened from observation. For an observer outside the

horizon, the black hole is a charged body which follows from the bulk contribution

to the constraint. When the observer is at the horizon, the cancellation of “positive”

and “negative” charges leads to the result given in Eq. (3.66). A similar argument

holds for the cosmological horizon as seen in Eq. (3.67). To further resolve this

observation, we will consider the Abelian Higgs model in the next section.

3.3 The Abelian Higgs model

The action we will now consider is given by

S = −
∫
dV4

(
1

4
gacgbdFabFcd +

1

2
gab∇̃aΦ(∇̃bΦ)∗ +

1

4
α
(
|Φ|2 − v2

)2
)
, (3.68)

where Fab = ∂aAb − ∂bAa is the electromagnetic field strength, Φ is the Higgs field,

∇̃aΦ = (∇a + iqAa)Φ is the gauge covariant derivative and 1
4
α
(
|Φ|2 − v2

)2
with

α > 0 represents the Higgs potential. It will be convenient to parametrize the Higgs
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field as Φ = ρe
iη
v , following which the action becomes

S = −
∫
dV x

4

(
1

4
gacgbdFabFcd +

1

2
q2ρ2gab

(
Aa +

1

qv
∇aη

)(
Ab +

1

qv
∇bη

)
+

1

2
gab∇aρ∇bρ+

1

4
α
(
ρ2 − v2

)2
)
. (3.69)

A useful feature of the polar representation of the Higgs field Φ is that the magnitude

ρ of the field is gauge invariant. Only the phase of the Higgs field η involves gauge

transformations. In particular,the action is invariant under the local gauge trans-

formations Aa → Aa +∇aα and η → η− vqα, where α is an arbitrary differentiable

function. It is thus the combination Aa + 1
qv
∇aη which is gauge invariant.

By defining the projected quantities aa = hbaAb, φ = ξaAa, fab = hcah
d
bFcd and

ea = λ−1ξbFab, we find the projected action

S = −
∫
dt

∫
Σ

dVx λ

(
1

2
q2ρ2

(
hab
(
aa +

1

qv
Daη

)(
ab +

1

qv
Dbη

)
− λ−2

(
φ+

1

qv
η̇

)2
)

+
1

4
fabf

ab − 1

2
eae

a +
1

2
DaρDaρ−

1

2
λ−2ρ̇2 +

1

4
α
(
ρ2 − v2

)2
)
.

(3.70)

The time derivative of the projected field ab is as given in Eq. (5.22), i.e.

ȧb = −λeb +Dbφ . (3.71)

We will denote the momenta conjugate to the fields φ , aa , ρ and η as πφ , πa , π and

πη respectively. As in the Maxwell case, φ̇ = £ξφ does not appear in Eq. (3.70) and

provides the primary constraint

πφ =
δL

δφ̇
= 0 . (3.72)
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The other momenta corresponding to the projected fields are given by

πa =
δL

δȧa
= −ea ,

π =
δL

δρ̇
= λ−1ρ̇ ,

πη =
δL

δη̇
=
λ−1qρ2

v

(
φ+

1

qv
η̇

)
. (3.73)

The canonical Poisson brackets of the theory are[
φ(x), πφ(y)

]
P

= δ(x, y) ,[
aa(x), πb(y)

]
P

= δbaδ(x, y) ,

[ρ(x), π(y)]P = δ(x, y) ,

[η(x), πη(y)]P = δ(x, y) . (3.74)

The canonical Hamiltonian HC follows from the Legendre transform

HC =

∫
Σ

dVx
(
πbȧb + πρ̇+ πηη̇

)
− L

=

∫
Σ

dVx

(
λ

(
1

2
πbπb +

1

4
fabf

ab +
1

2

v2

ρ2
π2
η +

1

2
π2 +

1

2
DaρDaρ+

1

4
α
(
ρ2 − v2

)2

+
1

2
q2ρ2hab

(
aa +

1

qv
Daη

)(
ab +

1

qv
Dbη

))
+ πbDbφ− qvφπη

)
.

(3.75)

Using a Lagrange multiplier vφ, we include the constraint in Eq. (3.72) to HC to

define

H̃ = HC +

∫
Σ

dVx vφπ
φ . (3.76)

3.3.1 The Dirac-Bergmann formalism

The Dirac-Bergmann formalism can be applied to Eq. (3.76) to determine all the

constraints of the theory. We perform the consistency check on Ω1 = πφ by evalu-
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ating the Poisson bracket between πφ and the Hamiltonian H̃ by using a smearing

function ε as follows∫
Σ

dVyε(y)π̇φ(y) =

∫
Σ

dVyε(y)
[
πφ(y), H̃

]
P

=

∫
Σ

dVyε(y)

πφ(y),

∫
Σ

dVxπ
b(x)Dxbφ(x)− qvφπη


P

= −
∮
∂Σ

day ε(y)nybπ
b(y) +

∫
Σ

dVy ε(y)
(
Dybπ

b(y) + qvπη
)
. (3.77)

As in the Maxwell case, the smearing function is assumed to be regular at the

horizons, which leads to the non-vanishing surface term in Eq. (3.77). Thus the

consistency of Ω̇1 ≈ 0 requires the constraint

Ω2 = −nbπb
∣∣∣
H

+Dbπb + qvπη ≈ 0 . (3.78)

Any calculations involving the constraint in Eq. (3.78) requires that we smear and

integrate it over the volume. Using a smearing function ε which is regular at the

horizon, we explicitly have∫
Σ

dVx ε(x)Ω2(x) = −
∮
∂Σ

dax nbπ
b(x) +

∫
Σ

dVx Dbπb +

∫
Σ

dVx qvπη ≈ 0 . (3.79)

Thus the surface term in Eq. (3.78) is to be understood as providing surface integrals

over the horizons of the background.

We can now include this constraint with its multiplier into the existing Hamilto-

nian given in Eq. (3.76) to define

HT = H̃ +

∫
Σ

dVx
(
v1

(
Dbπb + qvπη

))
−
∮
∂Σ

dax v1nbπ
b . (3.80)

It is straightforward to verify that, just as in the Maxwell case, Ω̇2 = [Ω2 , HT ]P = 0.

Thus there are no further constraints of the theory and the total Hamiltonian is given
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by Eq. (3.80). The multipliers v1 and vφ may be determined from the equations of

motion for φ and ab. The evolution of φ is given by∫
Σ

dVyε(y)φ̇(y) =

∫
Σ

dVyε(y) [φ(y), HT ]P

=

∫
Σ

dVyε(y)vφ(y) . (3.81)

Hence vφ = φ̇. Likewise, the evolution of ab is given by∫
Σ

dVy ε(y)ȧb(y) =

∫
Σ

dVy [ε(y)ab(y), HT ]P

=

∫
Σ

dVyε(y) [λ(y)πb(y) +Dybφ(y)−Dybv1(y)] . (3.82)

The term in the parenthesis in the last line of Eq. (3.82) agrees with £ξab provided

Dbv1 = 0. Without any loss in generality, we can assume v1 = 0. With this choice,

Eq. (3.82) provides

ȧb = λπb +Dbφ . (3.83)

With the multipliers determined, we thus have the following total Hamiltonian

HT =

∫
Σ

dVx

(
λ

(
1

2
πbπb +

1

4
fabf

ab +
1

2

v2

ρ2
π2
η +

1

2
π2 +

1

2
DaρDaρ+

1

4
α
(
ρ2 − v2

)2

+
1

2
q2ρ2hab

(
aa +

1

qv
Daη

)(
ab +

1

qv
Dbη

))
+ πbDbφ− qvφπη + φ̇πφ

)
.

(3.84)

3.3.2 Gauge transformations and Gauge fixing

To find the gauge transformations of the fields, we construct the generator as a

general linear combination of the two first class constraints of the theory

∆(y) =

∫
Σ

dVy (α1(y)Ω1(y) + α2(y)Ω2(y)) , (3.85)
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where Ω1 = πφ, Ω2 as given in Eq. (3.78) and α1 , α2 two arbitrary differentiable

functions. The non-vanishing transformations on the fields are

δφ(x) = [φ(x) ,∆(y)]P = α1(x) ,

δab(x) = [ab(x) ,∆(y)]P = −Dxbα2(x) ,

δη(x) = [η(x) ,∆(y)]P = qvα2(x) . (3.86)

Identifying α2(x) = −α(x) and α1(x) = £ξα(x) as in the case of gauge transforma-

tions of the Maxwell field, we recover the local gauge transformations under which

the Lagrangian in Eq. (3.68) is invariant.

To gauge fix the theory, we will adopt the unitary gauge. Our treatment will

closely follow that provided in [80] on flat spacetime. The complete set of constraints

are now

Ω1 = πφ ,

Ω2 = Daπa − naπa
∣∣∣
H

+ qvπη ,

Ω3 = η ,

Ω4 = λπη
v2

ρ2
− φqv . (3.87)

While Ω1 and Ω2 are the two first class constraints which result from the theory,

the additional constraints Ω3 and Ω4 are introduced to fix the gauge. The four

constraints in Eq. (3.87) have the following non-vanishing Poisson brackets among

themselves

[Ω1(x) ,Ω4(y)]P = qvδ(x, y) = [Ω3(x) ,Ω2(y)]P

[Ω3(x) ,Ω4(y)]P = λ(y)
v2

ρ(y)2
δ(x, y) . (3.88)

We note that the right hand side of the last equality in Eq. (3.88) can be expressed

in either x or y, since the delta function is symmetric in its arguments. The Poisson
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brackets between these constraints define a matrix Cab (x, y) = [Ωa(x),Ωb(y)]P ,

C(x, y) =


0 0 0 qv

0 0 −qv 0

0 qv 0 λ(x) v2

ρ(x)2

−qv 0 −λ(x) v2

ρ(x)2
0

 δ(x, y) . (3.89)

The inverse of this matrix is given by

C(x, y)−1 =
1

q2v2


0 λ(x) v2

ρ(x)2
0 −qv

−λ(x) v2

ρ(x)2
0 qv 0

0 −qv 0 0

qv 0 0 0

 δ(x, y) . (3.90)

We can now define the Dirac brackets as in Eq. (2.21) for two dynamical entities A

and B

[A , B]D = [A , B]P −
∫
dVu

∫
dVv [A , Ωα(u)]P C

−1
αβ (u, v) [Ωβ(v) , B]P . (3.91)

Using Eq. (3.90) and Eq. (3.87), we find the following non-vanishing Dirac brackets

[
aa(x), πb(y)

]
D

= δ(x, y)δba , (3.92)

[ρ(x), π(y)]D = δ(x, y) , (3.93)

[φ(x), ab(y)]D = − λ(x)

q2ρ(x)2
Dyaδ(x, y) , (3.94)

[ab(x), πη(y)]D =
1

qv
Dxb δ(x, y) (3.95)

[φ(x), π(y)]D = 2
vλ(y)

qρ(y)3
δ(x, y) . (3.96)

Unlike the ordinary radiation gauge of the Maxwell field (on the Schwarzschild

background), the Dirac brackets listed above have well defined limits at the horizon

which are distinct from the Poisson brackets of the theory. Thus the unitary gauge
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is a good gauge on spherically symmetric backgrounds with horizons. With the

above Dirac brackets, we can set the constraints in Eq. (3.87) to strongly vanish,

i.e. Ωi = 0 ; i = 1, 2, 3, 4. The Dirac brackets in Eq. (3.92) and Eq. (3.93) are simply

the canonical Poisson brackets. Thus (ab , π
b , ρ , π) are the independent fields of

the reduced phase space. We also have πφ = 0, η = 0, Ω2 = 0 and Ω4 = 0, since

the constraints now satisfy strong equalities throughout phase space. From Ω2 of

Eq. (3.87), we have

πη(x) =
1

qv

(
nxaπ

a(x)
∣∣∣
H
−Dxaπa(x)

)
. (3.97)

Eq. (3.97) along with Ω4 of Eq. (3.87) further imply

φ(x) =
λ(x)

q2ρ(x)2
Dxaπa(x) . (3.98)

Eq. (3.97) and Eq. (3.98) may be viewed as the covariant expressions of those found

in flat spacetime [80]. Due to the presence of surface terms, we see that the ex-

pressions for dependent variables of phase space are modified on backgrounds with

horizons. Thus the modified Gauss law can have an effect on the physical charges

of the theory. This will be further considered in the next subsection.

3.3.3 Charges

We will now consider the implication of the modified Gauss law constraint on the

physical charges of the abelian Higgs model. On static spherically symmetric black

hole backgrounds, solutions of the Higgs field can either have ρ = 0 or ρ = ±v at

and outside the horizons of the black hole, corresponding to it being in the false

vacuum or true vacuum respectively. In the case of asymptotically flat black hole

backgrounds, ρ cannot vanish on the horizon and must thus take on the values

ρ = ±v. In this case the black hole does not carry any electric charge [92, 93] and

52



3 Constrained dynamics on spherically symmetric backgrounds

there is a vanishing electric flux in the spacetime. A known exception occurs in the

case of solutions on black hole backgrounds with a cosmological horizon. On these

backgrounds, black holes can carry an electric charge while the Higgs field is in the

false vacuum (ρ = 0) [94] and the solution is similar to that of a Reissner Nordström

de Sitter black hole. While we will not consider solutions of the Higgs field on

spherically symmetric backgrounds, we recall the above results in the literature to

specify that we will consider the case where an electric flux exists in the region

outside the black hole event horizon. We have already seen that in the Maxwell

case, the flux over the horizon may vanish without it having to do so outside the

horizon. We will now show that a similar result carries over in the case of the

Abelian Higgs field.

The charge is defined by integrating Eq. (3.78) over regions of the hypersurface Σ∫
Σ

dVx Ω2(x) = Q (3.99)

Let us first consider the integration over the entire hypersurface. We will consider the

case where the spacetime has an inner black hole horizon and an outer cosmological

horizon, whose corresponding surface integrals are over ∂ΣH and ∂ΣC respectively.

In this case Eq. (3.99) gives

Q =

∫
Σ

dVx Ω2(x) =

∫
Σ

dVx Daπa +

∫
Σ

dVx qvπη −
∮∮∮
∂ΣC

dax naπ
a +

∮∮∮
∂ΣH

dax naπ
a

=

∮
∂ΣC

dax naπ
a −

∮
∂ΣH

dax naπ
a +

∫
Σ

dVx qvπη −
∮∮∮
∂ΣC

dax naπ
a +

∮∮∮
∂ΣH

dax naπ
a

⇒
∫
Σ

dVx qvπη = Q , (3.100)

where

∮∮∮
in the above equalities indicates that the surface integral originates from

the surface term in the Gauss law constraint. This is the same notation introduced
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in our consideration of the charges of the Maxwell field in the previous subsection.

Were the usual Gauss law constraint to hold, we would only have the first three

terms given in the second line of Eq. (3.100). This would imply that the charge

results from the difference in the flux across the two horizons. Due to the modified

Gauss law constraint, we however find the last equality of Eq. (3.100), namely that

the charge is given by the volume integral of the charge density qvπη over the entire

hypersurface.

Let us now consider the integration over a bounded subregion of Σ, which we

denote as ΣB. The volume integral is carried out from rH up to some radius rB,

where rC > rB > rH , with rC and rH denoting the radial distance to the cosmological

horizon and black hole horizon respectively. By integrating the modified Gauss law

constraint of Eq. (3.78) in this case, we find

QB =

∫
ΣB

dVx Ω2(x) =

∫
ΣB

dVx Daπa +

∫
ΣB

dVx qvπη +

∮∮∮
∂ΣH

dax naπ
a

=

∮
∂ΣB

dax naπ
a −

∮
∂ΣH

dax naπ
a +

∫
ΣB

dVx qvπη +

∮∮∮
∂ΣH

dax naπ
a

⇒ QB =

∫
ΣB

dVx qvπη +

∮
∂ΣB

dax naπ
a . (3.101)

In the first line of Eq. (3.101), we see that one of the surface terms in the constraint

does not contribute, since ∂ΣB is not a horizon of the spacetime. This leads to the

last line of Eq. (3.101). The charge QB does not vanish, since the flux

∮
∂ΣB

dax naπ
a

and the integral of the qvπη carried out to radius rB can be finite.

By considering the limit of ∂ΣB → ∂ΣH, the volume integral vanishes and the

surface integrals cancel out, which leads to

QH = 0 , (3.102)
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at the horizon of the black hole. We thus find that the result found for the Maxwell

field also holds for the Abelian Higgs field. In particular, the modified Gauss law

allows for a vanishing flux across the horizons and a non-vanishing flux outside the

horizon.

3.4 Discussion

In this chapter, we argued that horizons modify the constraints of gauge theories

and could therefore affect the observed charges and dynamics. We then proceeded

to demonstrate this through the examples of the Maxwell field and the Abelian

Higgs model. In both cases, we found that the Gauss law constraint now involves

surface contributions from the horizons of spherically symmetric backgrounds. It

may appear that similar surface terms could result from spatial boundaries. As we

have mentioned previously however, all fields, including gauge fields, are required to

be continuous and satisfy certain regularity conditions on spatial boundaries which

restrict their behaviour.

We can effectively consider two kinds of spatial boundaries; either one which is

present within a given manifold, or one which constitutes the physical end of the

manifold. If spatial boundaries exist within a manifold, then any surface term must

exist on either side of the boundary and will thus cancel out. When the boundary

corresponds to the physical end of the manifold, regularity of the fields require

that they vanish there. These conditions can be ensured through the choice of

smearing functions, which would in these cases have to satisfy Dirichlet, Neumann

or Robin boundary conditions, depending on the spatial boundary being considered.

The surface terms derived in the presence of the Killing horizons exist precisely

because the horizon prevents the ‘other’ side from being observed. This is one of the
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properties which distinguishes spatial sections of Killing horizons from an ordinary

spatial boundary. The only requirement we can impose is that gauge invariant

scalars constructed from the gauge fields need to be finite at the horizon. Thus

Killing horizons lead to a much richer set of possiblities than spatial boundaries, for

field theories and in particular gauge theories.

One of the implications of the modified Gauss law constraint we considered were

the corresponding conserved charges. In the Maxwell case, we saw that a non-

vanishing charge and electric flux can exist outside the horizon of the black hole.

However, the surface terms in the Gauss law imply that the charge and flux vanish

on the surface of the horizon. This has an interesting consequence in the case of the

Abelian Higgs field. If the Gauss law were to not contain the horizon corrections,

then the absence of charged black holes would imply the absence of electric flux in the

spacetime. We showed that the modified Gauss law allows for the charge to vanish

on the horizon, while admitting a non-vanishing electric flux across any surface

outside the horizon (and within the cosmological horizon, should it be present).

We also considered the consequences of the modified Gauss law constraint on

gauge transformations and gauge fixing. We found that gauge transformations of

the fields in all cases are not altered, which was due to the presence of the surface

terms in the Gauss law constraint. We then gauge fixed the theory and derived

the resulting Dirac brackets. For the Abelian Higgs model, we adopted the unitary

gauge, where the phase of the Higgs field was fixed. In the case of the Maxwell field,

we gauge fixed the theory using the radiation gauge. In these gauges, we derived the

covariant generalization of the known Dirac brackets on flat spacetime. However, we

showed that the Dirac brackets of the Maxwell field in the radiation gauge, which

involves the time-independent Green function of the spacetime Laplacian operator,

does not appropriately fix the gauge at the horizons. Specifically, in using the
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expression of the Green function on the Schwarzschild background, we find that

its contribution to Dirac bracket vanishes at the horizon. Thus this Dirac bracket

reduces to the Poisson bracket when any one of its arguments is considered at the

horizon of a Schwarzschild black hole.

We thus also considered a radiation gauge for the Maxwell field which involves a

surface term analogous to that involved in the modified Gauss law. We now find

that the Dirac bracket involves the inverse spatial Laplacian of the background.

Using the expression for this Green function on the Schwarzschild background, we

find that its contribution in the Dirac bracket does not vanish at the horizon. Thus

the Dirac brackets in this gauge are distinguished from the Poisson brackets even at

the horizon of the Schwarzschild background.

The radiation gauge Dirac brackets of the Maxwell field depend on how fields are

fixed at the horizon. In the case where the fields are not fixed at the horizon, we

derive Dirac brackets which involve the Green function of spacetime Laplacian of

the background. On the other hand, the fields are fixed at the horizon through the

inclusion of a surface term in the radiation gauge. In this case, the Green function

is such that its contribution in the Dirac bracket does not vanish at the horizon.

This leads to the difference in the limits of the Dirac brackets at the horizon of the

Schwarzschild black hole. A part of this result can be understood from the operators

corresponding to the Green functions involved in the Dirac brackets. The difference

in the action of the covariant Laplacian operator from that of the spatial Laplacian

operator on a time-independent scalar field F satisfies the following identity

∇a∇aF −DaDaF =
(
λ−1Daλ

)
DaF . (3.103)

In the r → rH limit, Eq. (3.103) becomes

(∇a∇aF −DaDaF )r=rH = κH (∂rF )r=rH , (3.104)
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where κH is the surface gravity of the black hole. We see that these operators in

general do not agree at the horizon and only do so through an appropriate choice

of boundary conditions. For instance, a Neumann boundary condition would imply

that the operators are identical at the horizon, while this would not be true for

either Dirichlet or Robin boundary conditions. The eigenvalues as well as the Green

functions of the operators are thus related to the choice of boundary conditions

imposed on the fields.

The constraint in Eq. (3.28) can also be expected to affect the quantization of

fields on backgrounds with horizons. The quantization of gauge fields can be ef-

fectively carried out within the Hamiltonian BRST formalism, where the first class

constraints of the theory and the inclusion of additional ghost fields now describe

the BRST charge operator. This operator identifies the physical states of the theory

and provides the ghost and gauge fixing actions [79, 95]. The inclusion of surface

terms in the BRST charge operator will thus affect the physical states and the BRST

invariant action, just as the first class constraints did modify the physical charges

and the gauge fixing of the theory. Some of these topics will be further considered

in Chapter 5.

3.A Derivation of the Inverse Spatial Laplacian

In this appendix we will provide the derivation of the inverse spatial Laplacian given

in Eq. (3.63) using the method of multipole expansion. This appendix will be based

on the treatment and results of [84], where the Green function of Eq. (3.60) was

derived for the Schwarzschild and pure de Sitter backgrounds. Not all backgrounds

will provide a closed form expression in terms of elementary functions as in the

Schwarzschild case. The method can however be used on any spherically symmetric,
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asymptotically flat background whose spacetime metric is given by

ds2 = −λ(r)2dt2 +
1

λ(r)2dr
2 + r2dΩ2 , (3.A.1)

where λ(r) = 0 at the horizons and dΩ2 = dθ2 + sin2 θdφ2 is the metric of the

2-sphere. In these coordinates, Eq. (3.60) can be expressed as

sin θ∂r

(
r2λ(r)∂rG̃

)
+

1

λ(r)
∂θ

(
sin θ∂θG̃

)
+

1

λ(r) sin θ
∂2
φG̃

= −4πδ(r − r′)δ(θ − θ′)δ(φ− φ′) , (3.A.2)

where the delta functions are now normalized according to∫ rc

rH

drδ(r − r′) = 1 ,

∫ π

0

dθ δ(θ − θ′) = 1 ,

∫ 2π

0

dφ δ(φ− φ′) = 1 . (3.A.3)

The δ(r−r′) function is normalized in the region under consideration. While we have

represented this as being from the event horizon rH to the cosmological horizon rc in

Eq. (3.A.3), it should be interpreted according to the background being considered.

For instance, in the case of the Schwarzschild background considered in Sec. [3.A.1]

the integral ranges from rH to∞, while in the pure de Sitter case in Sec. [3.A.2] the

integral is from 0 to rC .

3.A.1 The Schwarzschild background

For the Schwarzschild background, λ(r) =
√

1− 2m
r

and Eq. (3.A.2) can be ex-

pressed as

sin θ∂r

(
r2

√
1− 2m

r
∂rG̃

)
+

1√
1− 2m

r

∂θ

(
sin θ∂θG̃

)
+

1√
1− 2m

r
sin θ

∂2
φG̃

= −4πδ(r − r′)δ(θ − θ′)δ(φ− φ′) . (3.A.1.1)
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It will be convenient to make a change of variables from r to y = r
m
− 1 . After

deriving the solution, we will change variables again to express the Green function

in terms of the original coordinates. In terms of y , Eq. (3.A.1.1) takes the form

sin θ

[
∂y

(
(y + 1)2

√
y − 1

y + 1
∂yG̃

)
+

√
y + 1

y − 1

(
1

sin θ
∂θ

(
sin θ∂θG̃

)
+

1

sin2 θ
∂2
φG̃

)]
= −4π

δ(y − y′)
m

δ(θ − θ′)δ(φ− φ′) ,

(3.A.1.2)

with the point source now located at (y′, θ′, φ′).

The angular delta functions satisfy the expressions in Eq. (3.A.3), while the y

delta function now satisfies ∫ ∞
1

dy δ(y − y′) = 1 . (3.A.1.3)

To find the solution of Eq. (3.A.1.2), we will first solve the corresponding homo-

geneous equation in the absence of the source

0 =

√
y − 1

y + 1
∂y

(
(y + 1)2

√
y − 1

y + 1
∂yG̃

)
+

1

sin θ
∂θ

(
sin θ∂θG̃

)
+

1

sin2 θ
∂2
φG̃ . (3.A.1.4)

We can now use the spherical symmetry of the background to express the solution

in terms of Legendre polynomials

G̃(~y, ~y′) =
∞∑
l=0

Rl(y, y
′)Pl(cos γ) , (3.A.1.5)

where cos γ = cos θ cos θ′ + sin θ sin θ′ cos (φ− φ′). We note that Pl(cos γ) is re-

lated to the spherical harmonics Yl,m(θ, φ) via the Legendre addition theorem (cf.

Eqs. (14.30.8), (14.30.9), (14.30.11) of [96])

2l + 1

4π
Pl(cos γ) =

l∑
m=−l

Yl,m(θ, φ)Y ∗l,m(θ′, φ′) . (3.A.1.6)
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Eq. (3.A.1.6) implies that Pl(cos γ) further satisfies

1

sin θ
∂θ (sin θ∂θPl(cos γ)) +

1

sin2 θ
∂2
φPl(cos γ) = −l(l + 1)Pl(cos γ) , (3.A.1.7)∫ 1

−1

d cos θ

∫ 2π

0

dφPl′(cos γ)Pl(cos γ) = δll′
4π

2l + 1
. (3.A.1.8)

By substituting Eq. (3.A.1.5) in Eq. (3.A.1.4) and using Eq. (3.A.1.7) we get the

differential equation

(1− y2)
d2

dy2
Rl(y, y

′)− (2y − 1)
d

dy
Rl(y, y

′) + l(l + 1)R(y, y′) = 0 . (3.A.1.9)

We note that Eq. (3.A.1.9) is quite similar to the differential equation satisfied by

Legendre functions

(1− y2)
d2

dy2
P µ
ν (y)− 2y

d

dy
P µ
ν (y) +

[
ν(ν + 1)− µ2

1− y2

]
P µ
ν (y) = 0 . (3.A.1.10)

It will therefore be useful to further adopt the ansatz Rl(y, y
′) = Bl(y

′)P µ
ν (y)A(y).

By substituting this ansatz in Eq. (3.A.1.9) and making use of Eq. (3.A.1.10), we

find the following equation

P µ
ν (y)

[
(1− y2)

d2

dy2
A(y)− (2y − 1)

d

dy
A(y)−

(
ν(ν + 1)− µ2

1− y2
− l(l + 1)

)
A(y)

]
+

d

dy
P µ
ν (y)

[
2(1− y2)

d

dy
A(y) + A(y)

]
= 0 . (3.A.1.11)

This equation can only be satisfied if the coefficients of d
dy
P µ
ν (y) and P µ

ν (y) sep-

arately vanish. If this was not the case, then Eq. (3.A.1.11) would violate the

recurrence relations satisfied by the Legendre functions. The coefficients of d
dy
P µ
ν (y)

in Eq. (3.A.1.11) involves a differential equation for A(y) which has the solution

A(y) =

(
y − 1

y + 1

) 1
4

. (3.A.1.12)

Using Eq. (3.A.1.12) in Eq. (3.A.1.11), we find that the coefficient of P µ
ν (y) van-

ishes if µ = 1
2

and ν = l. The other real independent solution of Eq. (3.A.1.9) can
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likewise be found by using the ansatz Rl(y, y
′) = Bl(y

′)e−iπµQµ
ν (y)A(y). Since Qµ

ν (y)

also satisfies Eq. (3.A.1.10), we find the same solution for A(y) , µ and ν. Thus the

general solution of Eq. (3.A.1.9) is given by

Rl(y, y
′) = Al(y

′)

(
y − 1

y + 1

) 1
4

P
1
2
l (y) +Bl(y

′)

(
y − 1

y + 1

) 1
4 (
iQ

1
2
l (y)

)
= Al(y

′)gl(y) +Bl(y
′)fl(y) , (3.A.1.13)

where the functions gl(y) and fl(y) involve Legendre functions of fractional degree,

with the argument y > 1. These functions can be described in terms of hypergeo-

metric functions, for which there exist several representations. A particular repre-

sentation which we will use is (cf. pp 153-163, Table entry 10 and 28, of [97])

P µ
ν (y) =

Γ
(
−ν − 1

2

)
2ν+1
√
πΓ (−ν − µ)

y−ν+µ−1

(y2 − 1)
µ
2

2F1

(
1 + ν − µ

2
,
2 + ν − µ

2
; ν +

3

2
;

1

y2

)
+

2νΓ
(
ν + 1

2

)
√
πΓ (1 + ν − µ)

yν+µ

(y2 − 1)
µ
2

2F1

(
−ν − µ

2
,
1− ν − µ

2
;−ν +

1

2
;

1

y2

)
,

e−iπµQµ
ν (y) =

√
πΓ (1 + ν + µ)

2ν+1Γ
(

3
2

+ ν
) (y2 − 1)

µ
2

yν+µ+1 2F1

(
ν + µ+ 2

2
,
ν + µ+ 1

2
; ν +

3

2
;

1

y2

)
,

(3.A.1.14)

With µ = 1
2

and ν = l we have the following expressions for gl(y) and fl(y)

gl(y) =
1√
y + 1

[
1

2l+1
y−l−

1
2 2F1

(
l + 1

2

2
,
l + 3

2

2
; l +

3

2
;

1

y2

)
+2lyl+

1
2 2F1

(−l − 1
2

2
,
−l + 1

2

2
;−l +

1

2
;

1

y2

)]
,

fl(y) =
√
y − 1

[
1

2l
y−l−

3
2 2F1

(
l + 5

2

2
,
l + 3

2

2
; l +

3

2
;

1

y2

)]
. (3.A.1.15)

It turns out that the functions given in Eq. (3.A.1.15) admit expressions in terms

of more elementary functions, which we will now describe. The hypergeometric

functions contained in gl(y) in Eq. (3.A.1.15) have the following generic form and
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known representation

2F1

(
a, a+

1

2
, 2a+ 1,

1

y2

)
= 22a

(
y +

√
y2 − 1

y

)−2a

. (3.A.1.16)

a =
l+ 1

2

2
and a =

−l− 1
2

2
provide the hypergeometric functions involved in the gl(y)

expression. We thus find the following expression for gl(y)

gl(y) =
1√

2
√
y + 1

[(
y +

√
y2 − 1

)−l− 1
2

+
(
y +

√
y2 − 1

)l+ 1
2

]
. (3.A.1.17)

Likewise, the hypergeometric function given in fl(y) has the following form and

representation in terms of elementary functions

2F1

(
b, b+

1

2
, 2b,

1

y2

)
=

22b−1y2b√
y2 − 1

(
y +

√
y2 − 1

)−2b+1

, (3.A.1.18)

where b =
l+ 3

2

2
. We can hence write fl(y) as

fl(y) =
√

2

(
y +

√
y2 − 1

)−l− 1
2

√
y + 1

. (3.A.1.19)

The derivation of the Green function will require the Wronskian of the solutions in

Eq. (3.A.1.15). Using the above expressions, we find that the Wronskian

W (gl(y), fl(y), y) = gl(y)∂yfl(y)− fl(y)∂ygl(y) is given by

W (gl(y), fl(y), y) = − (2l + 1)

(1 + y)
3
2
√
y − 1

. (3.A.1.20)

To describe the general form of the solution G̃ (~y, ~y′) in the presence of the point

source, we also need to consider the limits of the solutions given in Eq. (3.A.1.17)

and Eq. (3.A.1.19) and their derivatives. The asymptotic limits of the argument are

y → 1 and y →∞, which correspond to r → 2m and r →∞ respectively. We note

that g0(y) is a special case in that it is a constant, g0(y) = 1, for all values of y.
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For all the other terms we find the following. As y → 1, both gl(y) → 1 and

fl(y) → 1 for all values of l, i.e. they are both finite. However, all derivatives of

fl(y) diverge as y → 1, while d
dy
gl(y) → l(l + 1) as y → 1. Thus the near horizon

solution must only contain gl(y), and we must set Bl(y
′) = 0 in Eq. (3.A.1.13) in

the region between (y′, θ′, φ′) and the event horizon of the black hole.

As y → ∞ we find that fl(y) → 0 for all values of l and the derivatives of fl(y)

are also well behaved. On the other hand, gl(y) diverges for l 6= 0. We must thus

set Al(y
′) = 0 in Eq.(3.A.1.13) to describe the region from (y′, θ′, φ′) to ∞.

We can therefore write the solution in the two regions in the following way

G̃ (~y, ~y′) =
∞∑
l=0

Rl(y, y
′)Pl(cos γ) =


∞∑
l=0

Al(y
′)gl(y)Pl(cos γ) , (y < y′)

∞∑
l=0

Bl(y
′)fl(y)Pl(cos γ) . (y > y′)

(3.A.1.21)

Continuity of G̃ at y = y′ implies that Al(y
′)gl(y

′) = Bl(y
′)fl(y

′) . Then we can

define a constant Cl such that

Cl =
Al(y

′)

fl(y′)
=
Bl(y

′)

gl(y′)
, (3.A.1.22)

using which we can write the solution in the form

G̃ (~y, ~y′) =
∞∑
l=0

Rl(y, y
′)Pl(cos γ) =


∞∑
l=0

Clfl(y
′)gl(y)Pl(cos γ) , (y < y′)

∞∑
l=0

Clgl(y
′)fl(y)Pl(cos γ) , (y > y′)

(3.A.1.23)

where fl(y) and gl(y) are as given in Eq. (3.A.1.15). We can now determine the

constants Cl by appropriately integrating Eq. (3.A.1.2). To begin with, we insert

Eq. (3.A.1.23) into Eq. (3.A.1.2) and multiply both sides with Pl′(cos γ). By using
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Eq. (3.A.1.8), the resulting integration with respect to θ and φ gives us

1

2l + 1

[
d

dy

(
(y + 1)2

√
y − 1

y + 1

d

dy
Rl(y)

)
− l(l + 1)

√
y + 1

y − 1
Rl(y)

]
= −δ(y − y

′)

m
.

(3.A.1.24)

Integrating Eq. (3.A.1.24) over an infinitesimal region from y′ − ε to y′ + ε , we get

− 1

m
=

1

2l + 1
Cl(y

′ + 1)2

√
y′ − 1

y′ + 1

[
gl(y

′)
dfl(y)

dy

∣∣∣∣
y′+ε

− fl(y′)
dgl(y)

dy

∣∣∣∣
y′−ε

]
=

1

2l + 1
Cl(y

′ + 1)
3
2

√
y′ − 1W (gl(y

′), fl(y
′), y′)

= −Cl , (3.A.1.25)

where in going from the second to the third equality in Eq. (3.A.1.25), we made

use of the Wronskian given in Eq. (3.A.1.20). Thus we have determined that Cl is

independent of l

Cl =
1

m
. (3.A.1.26)

We can now write the solution of Eq. (3.A.1.2) as

G̃ (~y< , ~y>) =
1

m

∞∑
l=0

gl(y<) fl(y>)Pl(cos γ) , (3.A.1.27)

where y< = min(y , y′) and y> = max(y , y′) . Using Eq. (3.A.1.19) and Eq. (3.A.1.17),

we find that the product gl(y<) fl(y>) is given by

gl(y<)fl(y>) =
1√

y< + 1
√
y> + 1

(y< +
√
y2
< − 1

y> +
√
y2
> − 1

) 1
2

+l

+
((
y< +

√
y2
< − 1

)(
y> +

√
y2
> − 1

))−l− 1
2

]
. (3.A.1.28)

For the sake of notational convenience, let us define

A = y> +
√
y2
> − 1 and B = y< +

√
y2
< − 1 . (3.A.1.29)
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Using Eq. (3.A.1.28) and the standard expression for the generating function for

Legendre polynomials
∞∑
l=0

tlPl(x) =
1√

1− 2xt+ t2
, (3.A.1.30)

we find that Eq.(3.A.1.27) takes the form

G̃ (~y< , ~y>) =
1

m

1√
y< + 1

√
y> + 1

[ √
AB√

A2 +B2 − 2AB cos γ
+

√
AB√

A2B2 + 1− 2AB cos γ

]
.

(3.A.1.31)

To write the solution in terms of Schwarzschild coordinates, we simply make the

substitution for y . We thus find

G̃ (~r, ~r′) =

1√
rr′

 √
(κ(r)r −m) (κ(r′)r′ −m)√

(κ(r)r −m)2 + (κ(r′)r′ −m)2 − 2 (κ(r)r −m) (κ(r′)r′ −m) cos γ

+
m
√

(κ(r)r −m) (κ(r′)r′ −m)√
(κ(r)r −m)2 (κ(r′)r′ −m)2 +m4 − 2m2 (κ(r)r −m) (κ(r′)r′ −m) cos γ

 ,

(3.A.1.32)

where we have defined κ(r) = 1 + λ(r) = 1 +
√

1− 2m
r

, and κ(r′) similarly.

3.A.2 The static de Sitter background

The derivation of the inverse spatial Laplacian could also be of interest on cosmo-

logical backgrounds, such as de Sitter space with a positive cosmological constant

Λ . In this case we have λ(r)2 = 1 − r2

L2 , where L =
√

3
Λ

. We make a change of
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coordinates and write y =
r

L
. For this choice, Eq. (3.A.2) takes the form

sin θ

[
∂y

(
y2
√

1− y2∂yG̃
)

+
1√

1− y2

(
1

sin θ
∂θ

(
sin θ∂θG̃

)
+

1

sin2 θ
∂2
φG̃

)]
= −4π

δ(y − y′)
L

δ(θ − θ′)δ(φ− φ′) .

(3.A.2.1)

The delta functions for the angular variables satisfy Eq. (3.A.3), while the y delta

function satisfies ∫ 1

0

dyδ(y − y′) = 1 .

As in the Schwarzschild case, we use the spherical symmetry of the background to

expand G̃ in terms of Legendre polynomials

G̃(~y, ~y′) =
∞∑
l=0

Rl(y, y
′)Pl(cos γ) . (3.A.2.2)

By substituting Eq. (3.A.2.2) in Eq. (3.A.2.1) without the delta function source and

using Eq. (3.A.1.7), we get the equation√
1− y2

d

dy

(
y2
√

1− y2
d

dy
Rl(y, y

′)

)
− l(l + 1)Rl(y, y

′) = 0 . (3.A.2.3)

To find the general solution in this case, it will be convenient to use the ansatz

Rl(y, y
′) = Bl(y

′)A(y)P ν
µ (
√

1− y2). Using this ansatz in Eq. (3.A.2.3) and pro-

ceeding as described from Eqs. (3.A.1.10) - (3.A.1.13), we find the following general

solution

Rl(y, y
′) = A′l(y

′)(y)−
1
2P

l+ 1
2

1
2

(
√

1− y2) +B′l(y
′)(y)−

1
2P
−l− 1

2
1
2

(
√

1− y2) . (3.A.2.4)

The Legendre functions described in Eq. (3.A.2.4) are of fractional order and degree,

defined in the region [−1,+1]. These functions can be described in terms of hyper-

geometric functions (cf. p.166 of [97]), for which we use the following representation

Γ(1−µ)P µ
ν (x) = 2µ(1−x2)−

µ
2 2F1

(
1

2
+
ν

2
− µ

2
,−ν

2
− µ

2
; 1− µ; 1− x2

)
. (3.A.2.5)
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By using Eq. (3.A.2.5) in Eq. (3.A.2.4) we find

Rl(y, y
′) = Al(y

′)gl(y) +Bl(y
′)fl(y) , (3.A.2.6)

where gl(y) and fl(y) are now given by

gl(y) = yl 2F1

(
l

2
,
l

2
+ 1;

3

2
+ l; y2

)
fl(y) =

1

yl+1 2F1

(
−l − 1

2
,
−l + 1

2
;
1

2
− l; y2

)
. (3.A.2.7)

We note that these are not the solutions as those given in Eq. (3.A.1.15). Here

Al(y
′) and Bl(y

′) are real coefficients and the solutions themselves are positive and

real in the region between 0 and +1. The Wronskian of the two solutions given in

Eq. (3.A.2.7) satisfies the following relation

W (gl(y), fl(y), y) = − 2l + 1

y2
√

1− y2
. (3.A.2.8)

To proceed, we will need to consider the limits of the solutions given in Eq. (3.A.2.7)

and their derivatives as y → 0 and y → 1. As before, g0(y) = 1, which follows from

2F1

(
0, 1; 3

2
; y2
)

= 1. We will thus consider the limits of the functions other than g0(y)

in the following. Unlike Eq. (3.A.1.15) about the Schwarzschild background, we were

unable to find expressions for fl(y) and gl(y) in terms of elementary functions for

arbitrary l. We will thus consider the limits of these functions using known relations

satisfied by hypergeometric functions.

As y → 0, the hypergeometric functions are always given by 2F1 (a, b, c, 0) = 1. We

also have the following derivative relation satisfied by the hypergeometric functions

d

dx
2F1 (a, b, c, x) =

a b

c
2F1 (a+ 1, b+ 1, c+ 1, x) , (3.A.2.9)

Thus the y → 0 limit of the solutions in Eq. (3.A.2.7) are entirely determined from

its explicit y dependence, and are not dependent on the hypergeometric functions
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involved. From Eq. (3.A.2.7), we see that gl(y) and its first derivative vanish, while

fl(y) and its first derivative diverge for all values of l , as y → 0 . We must therefore

set Bl = 0 in Eq. (3.A.2.6) to have regular solutions in the region (y , θ , φ) <

(y′ , θ′ , φ′).

As y → 1, we can make use of the following limit

2F1 (a, b, c, 1) =
Γ (c) Γ (c− a− b)
Γ (c− a) Γ (c− b)

, < (a+ b− c) < 0 ; c 6= 0,−1,−2, · · ·

(3.A.2.10)

We note that the hypergeometric functions given in Eq. (3.A.2.7) are of the form

2F1

(
a, a+ 1; 2a+ 3

2
; y2
)

, where a = l
2

and a = −l−1
2

provide the hypergeometric

functions contained in gl(y) and fl(y) respectively. In both cases, the condition

< (a+ b− c) < 0 is satisfied and thus fl and gl are both regular as y → 1.

We will now consider the limits of the derivatives of fl(y) and gl(y) as y → 1.

In the case of the gl(y) hypergeometric functions, we can use the following integral

representation

2F1 (a, b, c, x) =
Γ (c)

Γ (b) Γ (c− b)

∫ 1

0

tb−1(1− t)c−b−1(1− xt)−adt , (<(c) > <(b) > 0) .

(3.A.2.11)

While c > b for the gl(y) hypergeometric functions, this is not the case for the fl(y)

functions (which have c < b for all l 6= 0 and c = b for l = 0). For the function

2F1

(
a, a+ 1; 2a+ 3

2
; y2
)

, with a = l
2
, Eq. (3.A.2.11) becomes

2F1

(
l

2
,
l

2
+ 1, l +

3

2
, y2

)
=

Γ
(
l + 3

2

)
Γ
(
l
2

+ 1
)

Γ
(
l+1
2

) ∫ 1

0

(
t

1− ty2

) l
2

(1− t)
l−1
2 dt ,

(3.A.2.12)

while the derivative of this function takes the form

∂y

(
2F1

(
l

2
,
l

2
+ 1, l +

3

2
, y2

))
=

Γ
(
l + 3

2

)
ly

Γ
(
l
2

+ 1
)

Γ
(
l+1
2

) ∫ 1

0

(
t

1− ty2

) l
2

+1

(1− t)
l−1
2 dt .

(3.A.2.13)
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3 Constrained dynamics on spherically symmetric backgrounds

Eq. (3.A.2.13) diverges in the limit y → 1 for l > 0. Since this implies that the

derivatives of gl(y) diverge in this limit, we must set Al = 0 for all l 6= 0.

The form of the fl(y) solutions can be determined from the contiguity relations

satisfied by the hypergeometric functions. We will let y2 = z, in terms of which the

solutions being sought are fl(z) = z−
l+1
2 Fl(z), with Fl(z) defined by

2F1

(
−l − 1

2
,
−l + 1

2
;−l +

1

2
; z

)
= Fl(z) . (3.A.2.14)

Two hypergeometric functions which are contiguous are related to one another

through certain differentiation formulas. We will consider the following two identi-

ties (cf. Eq.s (15.5.4) and (15.5.9) of [96]).

2F1 (a− n, b− n; c− n; z) =
Γ(c− n)

Γ(c)

(1− z)c+n−a−b

zc−1−n
dn

dzn

[
(1− z)a+b−c zc−1

2F1 (a, b; c; z)
]
,

2F1 (a, b; c− n; z) =
Γ(c− n)

Γ(c)
z1+n−c d

n

dzn
[
zc−1

2F1 (a, b; c; z)
]
. (3.A.2.15)

The two equations in Eq. (3.A.2.15) further imply the following relation

2F1 (a− n, b− n; c− 2n; z)

=
Γ(c− 2n)

Γ(c)
z1+2n−c d

n

dzn

[
(1− z)c+n−a−b

dn

dzn
[
zc−1(1− z)a+b−c

2F1 (a, b; c; z)
]]

.

(3.A.2.16)

Using Eq. (3.A.2.14) and for n = 1, we find from Eq. (3.A.2.16)

Fl+2(z) =

(
1− (2l + 1)(2l + 2)z

3 + 8l + 4l2

)
Fl(z)− (8l + 4)z − (8l + 2)z2

3 + 8l + 4l2
F ′l (z)− 4(z3 − z2)

3 + 8l + 4l2
F ′′l (z) ,

(3.A.2.17)

Thus every solution fl(z) can be determined recursively from the lowest order solu-

tions of Fl(z). All even solutions follow from the lowest order even solution, F0(z),

while all odd solutions can be derived from F1(z). These solutions have known
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3 Constrained dynamics on spherically symmetric backgrounds

expressions [97] and are given by

F0(z) = 2F1

(
−1

2
,
1

2
;
1

2
; z

)
=
√

1− z , (3.A.2.18)

F1(z) = 2F1

(
−1, 0;−1

2
; z

)
= 1 . (3.A.2.19)

All even solutions have the form Fl(z) =
√

1− zDl(z). By substituting Fl(z) =
√

1− zDl(z) in Eq. (3.A.2.17), we find the following recursion relation for Dl(z)

Dl+2(z) =

[(
1− 2l(2l + 1)z

3 + 8l + 4l2

)
Dl(z)− (8l + 4)z − (8l − 2)z2

3 + 8l + 4l2
D′l(z)− 4(z3 − z2)

3 + 8l + 4l2
D′′l (z)

]
.

(3.A.2.20)

If m represents positive integers, then from Eq. (3.A.2.20) it can be confirmed

that D2m is a polynomial of of order m − 1 in z. For odd l, we can directly use

Eq. (3.A.2.19) in Eq. (3.A.2.17) recursively to find that F2m+1(z) is a polynomial of

order m in z. Specifically, the substitution of F1(z) = 1 in Eq. (3.A.2.17) leads to

F3(z) = 1− 4
5
z, using which we find from Eq. (3.A.2.17) that F5(z) = 1− 4

3
z+ 8

21
z2 ,

and so on.

Using these properties, it now follows that the fl(y) solutions have the form

fl(y) =

l−1
2∑

n=0

cn
y2n+2

, (l odd) ,

=

√
1− y2

y
, (l = 0) ,

=
√

1− y2

l
2∑

n=1

cn
y2n+1

, (l even ; l 6= 0) , (3.A.2.21)

where c l−1
2

= 1 for the odd l case, and c l
2

= 1 for the even l case. We see from

Eq. (3.A.2.21) that the first derivatives of fl(y) differ for even and odd l. Specifically

when y → 1, the first derivative of fl(y) diverges when l is even and is finite when l
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is odd. Regularity of the solutions requires that in the region (y , θ , φ) > (y′ , θ′ , φ′),

we not only set Al = 0 for all l 6= 0, but also set Bl = 0 for even l .

We can now determine the general solution G̃(~y, ~y′) for the point source located at

(y′, θ′, φ′). Away from the source, the solution is given by Eq.(3.A.2.2). As explained

above, in the region y < y′ we simply set Bl(y
′) = 0 and sum over all l. In the region

y > y′ we set Al(y
′) = 0 for all l 6= 0 and sum over all odd l, but we in addition have

the g0(y) = 1 term which contributes a constant term. Thus, we can write

G̃(~y, ~y′) =


∞∑
l=0

Al(y
′)gl(y)Pl(cos γ) (y < y′) ,

A′0 +
∞∑
l=0

B2l+1(y′)f2l+1(y)P2l+1(cos γ) (y > y′) .

(3.A.2.22)

Finally, we need to match these solutions at y = y′. This sets A0 = A′0 , and leads

us to define the constant C2l+1 = A2l+1(y′)
f2l+1(y′)

= B2l+1(y′)
g2l+1(y′)

. We also find that Ak vanishes

for even k( 6= 0). Then we can write

G̃(~y, ~y′) = C0 +R2l+1(y, y′)P2l+1(cos γ) , (3.A.2.23)

where C0 ≡ A0 is the constant zero-mode contribution, and

R2l+1(y, y′) =


∞∑
l=0

C2l+1g2l+1(y)f2l+1(y′) (y < y′) ,

∞∑
l=0

C2l+1f2l+1(y)g2l+1(y′) (y > y′) .

(3.A.2.24)

Multiplying both sides of Eq. (3.A.2.1) with P2l′+1(cos γ) and integrating with

respect to θ and φ, we get

−δ(y − y
′)

L
=

1

4l + 3

[
d

dy

(
y2
√

1− y2
d

dy
R2l+1(y, y′)

)
− (2l + 1)(2l + 3)√

1− y2
R2l+1(y, y′)

]
,

(3.A.2.25)
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where we have used Eq. (3.A.1.8). We next integrate over y from y′ − ε to y′ + ε,

i.e. over an infinitesimal region about the point source, for which we find

− 1

L
=

1

4l + 3
C2l+1y

′2
√

1− y′2
[
g2l+1(y′)

(
d

dy
f2l+1(y)

)∣∣∣∣
y′+ε

− f2l+1(y′)

(
d

dy
g2l+1(y)

)∣∣∣∣
y′−ε

]
=

1

4l + 3
C2l+1y

′2
√

1− y′2W (g2l+1(y′), f2l+1(y′), y′)

= −C2l+1 , (3.A.2.26)

where we have made use of Eq. (3.A.2.8) in going from the second to the third

equality in Eq. (3.A.2.26). Using this constant, we can write the Green function in

the de Sitter case as

G̃ (~y<, ~y>) =
1

L

∞∑
l=0

g2l+1(y<)f2l+1(y>)P2l+1(cos γ) , (3.A.2.27)

where y< = min(y, y′) and y> = max(y, y′) as before. As mentioned previously, we

have not been able to write this in a simpler form as in the Schwarzschild case. We

can nonetheless substitute for y in Eq. (3.A.2.7). By writing y< = r<
L

and y> = r>
L

in Eq. (3.A.2.27), we find the following solution in terms of r

G̃ (~r<, ~r>) =
1

r2
>

∞∑
l=0

(
r<
r>

)2l+1

2F1

(
l +

1

2
, l +

3

2
, 2l +

5

2
,
3r2

<

Λ

)
×

× 2F1

(
−l − 1,−l,−2l − 1

2
,
3r2

>

Λ

)
P2l+1(cos γ) .

(3.A.2.28)
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4 Constrained dynamics on Kerr

backgrounds

In this chapter, I will generalize the treatment of the previous chapter to stationary,

axisymmetric spacetimes. These backgrounds are endowed with a timelike Killing

vector field ξa and a spacelike Killing vector field ωa. While these are commut-

ing Killing vector fields, they are not orthogonal to one another. Thus we cannot

construct spatial hypersurfaces orthogonal to the timelike Killing vector field as in

the case of spherically symmetric backgrounds. We can however construct spatial

hypersurfaces orthogonal to a vector field, which is a non-Killing combination of the

two Killing vector fields outside the horizons and Killing at the horizons of the back-

ground. Following this foliation, spatial sections of the horizons of the spacetime

are boundaries of the spatial hypersurfaces, as in the case of spherically symmetric

backgrounds. We define time evolution as the Lie derivative with respect to the

timelike Killing vector field of the background. This ensures that the background,

and in particular the horizons, remains invariant under the time evolution of the

fields. Thus the dynamical evolution of the projected fields do not require any mod-

ification of the usual Poisson brackets. The first section of this chapter describes the

foliation of the background and the definition of time derivatives needed to perform

the Hamiltonian analysis on these backgrounds.
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4 Constrained dynamics on Kerr backgrounds

To determine the role of horizons on the constraints, we perform the Dirac-

Bergmann formalism on the Maxwell field. As in the previous chapter, we find

surface contributions to the Gauss law from the horizons of the background. The

two first-class constraints generate the usual gauge transformations of the theory,

i.e. they are the same as those which leave the Lagrangian invariant. One of the

main subtleties of the Hamiltonian framework on this background involves the con-

sideration of spatial hypersurfaces which are not orthogonal to the timelike Killing

vector. It is thus necessary to verify that our foliation of the Kerr background

provides a Hamiltonian which generates time evolution along the timelike Killing

vector field. By deriving Hamilton’s equations for the Maxwell field, we find that

the Hamiltonian is consistent with the projected Maxwell equations which result

from the Lagrangian.

We finally consider the gauge fixing of the Maxwell field in two gauges. We

first consider the radiation gauge, where the resulting Dirac bracket is shown to

involve the time-independent and axially symmetric covariant Green function of

the background. The other gauge fixing choice we consider is the axial gauge.

In this gauge, we find a Dirac bracket which does not arise in flat spacetime due

to the non-vanishing shift vector of Kerr spacetimes. The inverse matrix of the

Poisson bracket of second-class constraints, needed to construct the Dirac brackets,

involve functions which are not obviously single-valued on the Kerr background.

One of the appendices of this chapter provides the derivation of these solutions

on the asymptotically flat Kerr background in the Boyer-Lindquist coordinates.

The solutions are the Kerr spacetime generalization of the known solutions in flat

spacetime. The surface term in the Gauss law constraint also modifies the expression

for the electromagnetic scalar potential in the axial gauge on Kerr backgrounds.
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4 Constrained dynamics on Kerr backgrounds

4.1 Foliation of Kerr backgrounds

The spacetimes we will consider in this chapter are stationary and axisymmetric,

which may possess one or more horizons (as in the Kerr-de Sitter case). Such

backgrounds admit two Killing vector fields: a timelike ξa and a spacelike ωa , whose

normalization will be taken to be

ξaξ
a = −λ2 ,

ωaωa = f 2 . (4.1)

The orbits of ωa are spacelike and closed, i.e. ωa is periodic. The Killing vectors

also mutually commute with one another

[ξ, ω]a = ξb∇bω
a − ωb∇bξ

a = 0 . (4.2)

Since ξa is not orthogonal to ωa, we cannot construct spatial hypersurfaces which are

orthogonal to the timelike Killing vector field of the background. We can however

consider the following combination of the Killing vector fields

χa = ξa + αωa , (4.3)

where α is defined through the contraction of the Killing vectors

α = − 1

f 2
ξaω

a . (4.4)

We note that α in general is not a constant. It now follows that this vector is

timelike in the region where λ2 + α2f 2 is positive, since

χaχ
a = −β2 = −(λ2 + α2f 2) . (4.5)

We further note that by construction χa is orthogonal to ωa, i.e. χaωa = 0. Despite

being a combination of Killing vectors, χa itself is not Killing since

£χgcd = 2ω(c∇d)α . (4.6)
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We now further assume the stationary and axisymmetric spacetime to be such that

it contains spacelike 2-planes spanned by {µa , νa}, which form integral submanifolds

that are orthogonal to both ξa and ωa [98,99]. We will specifically consider this class

of stationary and axisymmetric spacetimes in this chapter, which will be referred to

as Kerr spacetimes. For Kerr backgrounds, χa can be shown to satisfy the Frobenius

condition. From the assumption of spacelike 2-planes orthogonal to both ξa and ωa

it follows that

ξ[aωb∇cωd] = 0 , (4.7)

ω[aξb∇cξd] = 0 . (4.8)

Eq. (4.7) and Eq. (4.8) now provide the following condition

ω[aχb∇cχd] = 0 . (4.9)

Contracting Eq. (4.9) with χbωa leads to the following result

∇[cχd] = −β−2χ[c∇d]β
2 , (4.10)

Thus χa satisfies the Frobenius condition

χ[a∇bχc] = 0 . (4.11)

The time coordinate is along χa, which is orthogonal to spatial hypersurfaces we will

denote by Σ. Thus Σ are ‘equal time’ hypersurfaces of the foliated background. Due

to our assumption that the background has at least one horizon, the boundaries of

these hypersurfaces include at least one surface where β2 = 0. It is known that these

surfaces correspond to the Killing horizons of the background [99]. More specifically,

α is a constant and χa is a Killing vector field on the β2 = 0 surfaces. Thus χa is

timelike in the region outside the event horizon of asymptotically flat backgrounds,
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or in the general case of black hole de Sitter backgrounds, between the event horizon

and the cosmological horizon.

We will denote the mutually orthogonal basis on the spatial hypersurface Σ by

{f−1ωa , µa , νa}. We also note that µa and νa are not uniquely determined in general.

The projection operator on Σ therefore have the following equivalent expressions

hab = δab + β−2χaχb , (4.12)

= f−2ωaωb + µaµb + νaνb . (4.13)

From Eq. (4.12), the determinant of the spacetime metric can be written as

√
−g = β

√
h . (4.14)

Spatial sections of the Killing horizons H are closed, axially symmetric surfaces,

which are submanifolds of Σ. The induced metric on H is given by

σab = hab − nanb , (4.15)

where na points into the region where χa is timelike and nan
a = 1. Since the horizon

is axially symmetric and ωa is tangent to the hypersurface Σ, it also follows that

naω
a = 0.

With Eq. (4.12) we can project any spacetime tensor onto the spacelike hyper-

surface Σ. The projected covariant derivative on the hypersurface will be denoted

by Da = hba∇b, which satisfies Dahbc = 0. By definition, we also have the following

projection

Datc...eb...d = ha
′

a h
b′

b h
c
c′ · · ·he

′

e h
d
d′∇a′T

c′...e′

b′...d′ , (4.16)

where T c...eb...d represents a spacetime tensor, while tc...eb...d denotes its projection on Σ.

In the Hamiltonian formalism to be described in what follows, we will consider the

time evolution vector to be along ξa. Unlike our treatment of spherically symmetric
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backgrounds, the time evolution vector is not along the time coordinate χa. With

our choice, αωa and β represent what are known as the shift and lapse of the time

evolution vector ξa. It is the lapse function β which vanishes at the horizons.

Let ΨA , A = 1, · · ·N , denote some N spacetime fields on the background. The

action functional for ΨA is given by the integral of the Lagrangian density L over

the four volume

S[ΨA] =

∫
dV x

4 L(ΨA(x),∇aΨA(x)) , (4.17)

where dV x
4 is the volume element of the spacetime, which from Eq. (4.14) can be

expressed as dV x
4 = β dt dVx. Denoting the spacetime volume element in the or-

thonormal basis by εabcd and the spatial volume element of the hypersurface by

(3)εbcd, we also note that

χaεabcd = β (3)εbcd = ξaεabcd . (4.18)

Thus the projected volume element has the correct form even though time evolution

takes place along ξa while it is χa which is orthogonal to Σ . Let us now project the

fields ΨA and denote them by ΦA. From Eq. (4.3), we can write the time derivatives

of the fields ΦA in the following manner

Φ̇A := £ξΦA = £χΦA −£αωΦA . (4.19)

From a given action as in Eq. (4.17) we can determine the following projected action

S =

∫
dt

∫
Σ

dVx β(x)L(ΦA(x),DaΦA(x),£ξΦA(x))

=

∫
dt L(ΦA(x),DaΦA(x),£ξΦA(x)) . (4.20)

From Eq. (4.20), we can define the momenta ΠA canonically conjugate to ΦA

ΠA =
δL

δΦ̇A

. (4.21)
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As in Eq. (2.9), the functional derivative is an ‘equal-time’ derivative evaluated on

the hypersurface Σ ,

δΦA(~x, t)

δΦB(~y, t)
= δBA δ(x, y) =

δΦ̇A(~x, t)

δΦ̇B(~y, t)
. (4.22)

The three-dimensional covariant delta function on Σ in Eq. (4.22) was defined in

Eq. (2.10) and satisfies ∫
Σ

dVyδ(x, y)f(~y, t) = f(~x, t) . (4.23)

We will sometimes write (~x, t) as x , etc. as we have done in the above expressions.

The Hamiltonian formalism and the treatment of constrained field theories now

proceeds exactly as described in Chapter 2 by using the above foliation. As in the

case of spherically symmetric backgrounds with horizons, we expect that the bound-

aries of Σ, namely the spatial sections of the Killing horizons of the background, will

modify the constraints with additional surface contributions. This will be illustrated

in the next section through the example of the Maxwell field.

4.2 The Maxwell field

The action for the Maxwell field on curved backgrounds is given by

SEM =

∫
dV4

(
−1

4
FabFcdg

acgbd
)
, (4.24)

where dV4 is the four dimensional volume form on the manifold Σ × R, and Fab =

∂aAb−∂bAa. By defining the projected fields aa = hbaAb, φ = ξaAa, ea = −β−1χcFca,

fab = hcah
d
bFcd and using Eq. (4.14), we have the following projected action on Kerr

backgrounds

SEM = −
∫
dt

∫
Σ

dVx
β

4

(
fabf

ab − 2eae
a
)
. (4.25)
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From Eq. (4.19), we have

Ȧb ≡ £ξAb = £χAb − α£ωAb − (Aaω
a)∇bα

= χaFab +∇b(Aaξ
a)− αωaFab , (4.26)

The projection of Eq. (4.26) on Σ thus provides the following expression for ȧb

ȧb = −βeb +Dbφ+ αfbaω
a . (4.27)

Since φ̇ is absent in Eq. (4.25), its conjugate momentum is a primary constraint

∂LEM

∂φ̇
= πφ = 0 . (4.28)

The momenta conjugate to the ab are given by

πb =
∂LEM
∂ȧb

= −eb. (4.29)

The canonical Poisson brackets of the theory are

[
φ(x), πφ(y)

]
P

= δ(x, y)[
aa(x), πb(y)

]
P

= δbaδ(x, y) . (4.30)

The canonical Hamiltonian follows from the usual definition

HC =

∫
Σ

dVx
(
πbȧb

)
− L

=

∫
Σ

dVx

(
β

(
1

2
πbπb +

1

4
fabf

ab

)
+ πbDbφ+ απbfbaω

a

)
. (4.31)

The Hamiltonian comprises of the usual energy density along with an energy current

απbfbaω
a due to the non-vanishing shift vector of the background. This current has

been noted in other considerations of the Maxwell field on foliated backgrounds

involving a non-vanishing shift vector [44,87]. With the aid of a Lagrange multiplier
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vφ, we can include the constraint of Eq. (4.28) in Eq. (4.31) to define the following

Hamiltonian

H0 =

∫
Σ

dVx

(
β

(
1

2
πbπb +

1

4
fabf

ab

)
+ πbDbφ+ απbfbaω

a + vφπ
φ

)
. (4.32)

4.2.1 The Dirac-Bergmann formalism

We will now determine all the constraints of the theory by implementing the Dirac-

Bergmann formalism. We need to check that the existing constraint of the theory

π̇φ ≈ 0 , is obeyed at all times. As constraints are densities, they must be smeared

with an appropriate function. By evaluating the Poisson bracket of the smeared

constraint επφ with the Hamiltonian, with the smearing function ε assumed to be

regular on the horizons, we find∫
Σ

dVyε(y)π̇φ(y) =

∫
Σ

dVyε(y)
[
πφ(y), H0

]
P

=

∫
Σ

dVyε(y)

πφ(y),

∫
Σ

dVxπ
b(x)Dxbφ(x)


P

= −
∮
∂Σ

day ε(y)nybπ
b(y) +

∫
Σ

dVy ε(y)
(
Dybπ

b(y)
)
. (4.33)

In deriving the above result we used the canonical Poisson brackets given in Eq. (4.31)

and an integration by parts. The nb involved in the surface integral over the horizons

of the spacetime is the unit normal to the surface of the horizon satisfying nbn
b = 1

and nbω
b = 0. Further, in the case of black hole de Sitter backgrounds for example,

the surface integral should be considered as a sum over both horizons, where nb is

outward pointing at the black hole horizon and inward pointing at the cosmological

horizon. The Schwarz inequality tells us that the surface integrand of Eq. (4.33) is

bounded by a finite quantity. More specifically, we have assumed that ε is regular
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and finite at the horizon, while the Schwarz inequality applied to the remaining

terms in the surface integrand produces

∣∣nbπb∣∣ ≤ √|nbnb| |πbπb| . (4.34)

Since nbn
b = 1 and πbπb is a gauge invariant scalar present in the stress energy

tensor, we see that the surface integral in Eq. (4.33) does not vanish.

Thus all integrals in Eq. (4.33) are finite and provide the following constraint

Ω2 = −nbπb
∣∣∣
H

+Dbπb ≈ 0 . (4.35)

We note that Ω2 is a distribution and must be smeared and integrated over the

hypersurface. The notation |H symbolizes that the first term of Eq. (4.35) must be

integrated with respect to the area element at the horizons of the background. For

the smeared constraint, we can explicitly write∫
Σ

dVy ε(y)Ω2(y) = −
∮
∂Σ

day ε(y)nybπ
b(y) +

∫
Σ

dVy ε(y)Dybπ
b(y) . (4.36)

In other words, while the bulk term in Eq. (4.35) provides the usual Gauss law

constraint for all points of Σ , the additional surface contribution of Eq. (4.35) must

be considered for all points at the horizon (∂Σ).

Evaluating the Poisson bracket of εΩ2 with the Hamiltonian reveals that Ω̇2 = 0

and that there are no further constraints. Thus the unconstrained Hamiltonian is

given by

HT =

∫
Σ

dVx

(
β

(
1

4
fabf

ab +
1

2
πaπ

a

)
+ v1

(
Dbπb

)
+ πbDbφ+ απbfbaω

a + vφπ
φ

)

−
∮
∂Σ

dax v1nbπ
b . (4.37)
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The multipliers v1 and vφ may be determined from the equations of motion of φ and

aa. The evolution of φ is given by∫
Σ

dVyε(y)φ̇(y) =

∫
Σ

dVyε(y) [φ(y), HT ]P =

∫
Σ

dVyε(y)vφ(y) , (4.38)

which tells us that we can set vφ = φ̇. The evolution of ab gives∫
Σ

dVy ε(y)ȧb(y) =

∫
Σ

dVy [ε(y)ab(y), HT ]P

=

∫
Σ

dVyε(y) (β(y)πb(y) +Dybφ(y) + αfbaω
a −Dybv1(y)) . (4.39)

Comparing Eq. (4.39) with Eq. (4.27), we deduce that Dbv1 = 0. With this choice,

Eq. (4.39) reduces to

ȧb = βπb +Dbφ+ αfbaω
a , (4.40)

Hence the total Hamiltonian takes the form

HT =

∫
Σ

dVx

(
β

(
1

4
fabf

ab +
1

2
πaπ

a

)
+ πbDbφ+ απbfbaω

a + φ̇πφ
)
. (4.41)

The two first class constraints also generate gauge transformations on the fields.

By evaluating the Poisson bracket of the fields φ and ab with the general linear

combination of the constraints ∆(y) =
∫
Σ

dVyε1(y)πφ(y) + ε2(y)Ω2(y), we find that

δφ(x) = [φ(x),∆(y)]P = ε1(x)

δab(x) = [ab(x),∆(y)]P = −Dxb ε2(x) . (4.42)

The transformations in Eq. (4.42) are similar to those resulting on spherically sym-

metric backgrounds with horizons Eq. (3.36). The gauge transformations which

leave the Lagrangian in Eq. (4.24) invariant are δAb = ∇bε. By projecting this

expression using Eq. (4.12) we have

δ (φ+ αωaaa) = £χε , δab = Dbε . (4.43)
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Eq. (4.42) is equivalent to Eq. (4.43), provided we identify ε1(x) = £ξε(x) and

ε2(x) = −ε(x). We also note that these gauge transformations are valid at the

horizon, since φ(x) and ab(x) in Eq. (4.42) can be located at any point x on Σ,

which includes ∂Σ. The existence of such transformations on ∂Σ is related to gauge

parameters being regular at the horizons, which has been reflected in our choice of

smearing functions.

4.2.2 Maxwell equations

Since the Hamiltonian density is integrated over the hypersurface χ, it is not obvious

that the Poisson bracket with the Hamiltonian generates time evolution along ξ. As

a check, we will here demonstrate that the Hamiltonian does generate the correct

time evolution and is also consistent with the projected Maxwell equations. Using

Eq. (4.12) on ∇aF
ab = 0, one can find the following equations

£χeb = −Da(βf
ab) (4.44)

£χfab = −2D[aβeb] . (4.45)

In order for the formulation provided in Sec. (4.1) to be consistent, Hamilton’s

equations must reproduce Eq. (4.44) and Eq. (4.45). Using Eq. (4.41), we find the

following expressions upon evaluating the Poisson brackets

π̇b =
[
πb, HT

]
= Da(βfab) +Da

(
α(πaωb − πbωa)

)
− αnaπaωb

∣∣∣
H
, (4.46)

ḟab = [fab, HT ] = 2D[aβπb] + 2D[a

(
αfb]cω

c
)
. (4.47)

To proceed, it will be useful to note that since χaωa = 0, ωc∇c = ωcDc. Also

from contracting Eq. (4.6), we see that £ωα = 0. Thus, £αω of any spatially pro-

jected quantity can be written entirely in terms of the spatially projected covariant

85



4 Constrained dynamics on Kerr backgrounds

derivative. Let us first consider £αωfab

£αωfab = αωcDcfab + facDb(αωc) + fcbDa(αωc)

= 2αωcD[bfa]c + facDb(αωc) + fcbDa(αωc)

= −2D[a

(
αfb]cω

c
)
, (4.48)

where we used the Bianchi identity D[cfab] = 0 (which follows from ∇[cFab] = 0) in

going from the first equality to the second equality of Eq. (4.48). Likewise, we find

for £αωπ
b

£αωπ
b = αωcDcπb − πcDcαωb

= Dc
(
α(ωcπb − πcωb)

)
− αωbDcπc . (4.49)

We used the property that ωc is Killing in going from the first equality to the

second equality of Eq. (4.49). Substituting Eq. (4.48) in Eq. (4.47) and Eq. (4.49)

in Eq. (4.46), we find

£χπ
b = Da(βfab) + αωb

(
Daπa − naπa

∣∣∣
H

)
≈ Da(βfab) , (4.50)

£χfab = 2D[aβπb] . (4.51)

By further substituting Eq. (4.29) in the above expressions, we get the projected

Maxwell equations given in Eq. (4.44) and Eq. (4.45). The hypersurface Σ of Kerr

backgrounds should be contrasted with those considered for spherically symmetric

backgrounds, where the time evolution vector is orthogonal to the hypersurface. In

the spherically symmetric case where there was no shift vector, Eq. (4.50) would

hold throughout phase space and not just on the constraint subspace. While this

is an interesting point to consider, this is of no consequence from the standpoint

of constrained Hamiltonian dynamics. Thus the foliation and time evolution as

presented in Sec. (4.1) of this chapter are consistent with the covariant Maxwell

equations.
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4.2.3 Gauge fixing

We will now fix the gauge of this theory in two different ways, first by adopting the

radiation gauge and then the axial gauge. In the radiation gauge, the full set of

constraints are

Ω1 = πφ

Ω2 = Daπa − naπa
∣∣∣
H

Ω3 = φ

Ω4 = Db (βab) . (4.52)

The first two are the gauge constraints of the theory given in Eq. (4.28) and

Eq. (4.35), while Ω3 and Ω4 are the gauge-fixing functions. The constraints are

now second-class and require the construction of Dirac brackets. The non-vanishing

Poisson brackets of the constraints in Eq. (4.52) are

[Ω1(x),Ω3(y)]P = −δ(x, y) ,

[Ω2(x),Ω4(y)]P = Dya
(
β(y)Dayδ(x, y)

)
. (4.53)

The first Poisson bracket is simply the canonical relation given in Eq. (4.31). Using

two smearing functions γ and ε which are regular on the horizons of the background,

the second Poisson bracket is calculated as follows[∫
dVxγ(x)Ω2(x),

∫
dVyε(y)Ω4(y)

]
P

=

[∫
dVx (Dxaγ(x)) πa(x) ,

∫
dVyβ(y)

(
Dbyε(y)

)
ab(y)

]
P

= −
∫
dVyβ(y) (Dyaγ(y))

(
Dayε(y)

)
= −

∮
dayε(y)nayβ(y) (Dyaγ(y)) +

∫
dVyε(y)Day (β(y)Dyaγ(y)) . (4.54)
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By using Schwarz’s inequality on the surface integrand, we find

|naβDa (γ)|2 ≤ |nana| β2 |(Daγ) (Daγ)|

= β2 (Daγ) (Daγ) . (4.55)

Due to the presence of β2, the surface integral vanishes and only the second term in

the last line of Eq. (4.54) contributes. The Poisson bracket in Eq. (4.54) can thus

be written as[∫
dVxγ(x)Ω2(x),

∫
dVyε(y)Ω4(y)

]
P

=

∫
dVyε(y)

∫
dVxγ(x)

(
Day (β(y)Dyaδ(x, y))

)
,

(4.56)

which is the result given in Eq. (4.53). The matrix of the Poisson brackets between

these constraints have a non-vanishing determinant and is invertible. This matrix

Cαβ (x, y) = [Ωα(x),Ωβ(y)]P is given by

C(x, y) =


0 0 −δ(x, y) 0

0 0 0 Dya
(
β(y)Dayδ(x, y)

)
δ(x, y) 0 0 0

0 −Dya
(
β(y)Dayδ(x, y)

)
0 0

 .

(4.57)

The Dirac brackets require the inverse of the matrix given in Eq. (4.57). This bracket

was defined in Eq. (2.21) for any two dynamical entities A and B (which may be

functions or functionals on phase space)

[A , B]D = [A , B]P −
∫
dVu

∫
dVv [A , Ωα(u)]P C

−1
αβ (u, v) [Ωβ(v) , B]P . (4.58)

Thus we need to find the inverse of the operator Dya
(
β(y)Day

)
. Let us formally write

the inverse as G(x, y) , i.e.

Dya
(
β(y)DayG (x, y)

)
= −δ (x, y) . (4.59)
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By projecting the spacetime Laplacian operator, we can derive the following identity

∇a∇aG = β−1Db
(
βDbG

)
− β−2G̈− 2αβ−2£ωĠ− α2β−2£2

ωG , (4.60)

where for simplicity we have dropped the explicit dependence on the coordinates.

We now observe that when G is independent of time and £ωG = 0, we have

∇a∇aG = β−1Db
(
βDbG

)
. From Eq. (4.60) it follows that the time-independent

and axisymmetric covariant Green’s function which satisfies

∇y
a∇a

yG(x, y) = −β(y)−1δ(x, y) , (4.61)

is equivalent to Eq. (4.59). Thus the inverse of the matrix in Eq. (4.57) C−1
αβ (x, y) is

given by

C−1(x, y) =


0 0 δ(x, y) 0

0 0 0 G (x, y)

−δ(x, y) 0 0 0

0 −G (x, y) 0 0

 . (4.62)

We can substitute Eq. (4.62) in Eq. (4.58) to find the following Dirac bracket for

the fields

[
aa(x), πb(y)

]
D

= δ(x, y)δba −Dxa
(
β(y)DbyG (x, y)

)
. (4.63)

This Dirac bracket might have the same properties as the radiation gauge Dirac

brackets considered on spherically symmetric backgrounds. However, unlike the

Green function of the spacetime Laplacian operator on spherically symmetric back-

grounds, there is no known Green function of this operator on Kerr backgrounds

which is defined for all points at and outside the event horizon of the black hole.

Thus we cannot consider the limit of this bracket on some particular axisymmetric

spacetime when any one of its arguments is at the horizon.
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Given that our background is axisymmetric, it will also be interesting to consider

the axial gauge. Our consideration of the axial gauge will generalize the treatment

provided in [81] about flat spacetime. We adopt the basis {f−2ωa , µa , νa} described

in Sec. (4.1) and will consider Eq. (4.16) in the following equations. The ‘z’ direction

of the axial gauge can be represented by either µa or νa in the µ−ν plane. Choosing

our direction to be along µa, we have the following set of constraints in this gauge

Ω1 = πφ

Ω2 = Dbπb − nbπb
∣∣∣
H

Ω3 = µaaa

Ω4 = µaDaφ+ βµaπa + αµafacω
c . (4.64)

We have chosen Ω4 to be Ω̇3 = [Ω3 , HT ]P using Eq. (4.41). The constraints now

lead to the following non-vanishing Poisson brackets

[Ω1(x),Ω4(y)]P = −µa(y)Dyaδ(x, y) = [Ω4(x),Ω1(y)]P ,

[Ω2(x),Ω3(y)]P = µa(y)Dyaδ(x, y) = [Ω3(x),Ω2(y)]P ,

[Ω3(x),Ω4(y)]P = β(y)δ(x, y) . (4.65)

The bracket [Ω2(x) ,Ω4(y)] vanishes in the absence of torsion since[∫
dVxγ(x)Ω2(x),

∫
dVyε(y)Ω4(y)

]
P

=

∫
dVxDxa(γ(x))Dxb

(
α(x)ε(x)

(
µb(x)ωa(x)− µa(x)ωb(x)

))
−
∮
daxDxa(γ(x))nxb

(
α(x)ε(x)

(
µb(x)ωa(x)

))
= −

∫
dVxα(x)ε(x)

(
µb(x)ωa(x)− µa(x)ωb(x)

)
DxbDxa(γ(x))

= 0 . (4.66)
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The Poisson brackets of (4.65) provide the following matrix

C(x, y) =


0 0 0 −µa(y)Dyaδ(x, y)

0 0 µa(y)Dyaδ(x, y) 0

0 µa(y)Dyaδ(x, y) 0 β(y)δ(x, y)

−µa(y)Dyaδ(x, y) 0 −β(y)δ(x, y) 0

 .

(4.67)

The inverse of this matrix is needed for the Dirac brackets, which we denote as

C−1(x, y) =


0 −p(x, y) 0 q(x, y)

p(x, y) 0 −q(x, y) 0

0 −q(x, y) 0 0

q(x, y) 0 0 0

 , (4.68)

where p(x, y) and q(x, y) are two arbitrary functions defined on the Kerr background.

By evaluating
∫
dVzC(x, z)C−1(z, y) = δ(x, y), we find that these functions must

satisfy

µa(y)Dyaq(x, y) = −δ(x, y) (4.69)

µa(y)Dyap(x, y) = −β(y)q(x, y) (4.70)

The expressions for p and q on the asymptotically flat Kerr background in Boyer-

Lindquist coordinates has been derived in Appendix 4.B. While we have not derived

these functions for more general Kerr backgrounds, such as Kerr-de Sitter for ex-

ample, we believe that the techniques used in Appendix 4.B are sufficiently general

to provide the solutions in such cases. Using the matrix of Eq. (4.68), we derive the
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following non-vanishing Dirac brackets for the fields

[φ(x), ab(y)]D = µb(y)β(y)q(x, y) +Dybp(x, y) , (4.71)[
φ(x), πb(y)

]
D

= Dya
(
α(y)q(x, y)(µa(y)ωb(y)− µb(y)ωa(y))

)
− nyaα(y)q(x, y)(µa(y)ωb(y))

∣∣∣
H
, (4.72)

[ab(x), πc(y)]D = δcbδ(x, y) + µc(y)Dyb q(x, y) . (4.73)

The Dirac bracket in Eq. (4.72) is not present in flat space results following the axial

gauge. It exists on Kerr backgrounds due to the non-vanishing shift vector, while the

surface terms are due to the presence of horizons. All of the above Dirac brackets

are in fact distributions, which need to be integrated over Σ for both arguments,

x and y. The surface term in the second bracket implies that the integral over y

is over the horizon area, while the integral over x is a volume integral. To clarify

this result, the derivation of Eq. (4.72) has been provided in Appendix 4.A. Eqs.

(4.71) - (4.73) ensure that all brackets involving µaaa and the other constraints of

Eq. (4.64) identically vanish. Following the implementation of Dirac brackets, all of

the constraints in Eq. (4.64) vanish throughout phase space. The Hamiltonian in

Eq. (4.41) after imposing the constraints of Eq. (4.64) now becomes

HT =

∫
Σ

dVx

(
β

(
1

4
fabf

ab +
1

2
(f−2ωaωb + νaνb)πaπ

b

)
+ (f−2ωaωb + νaνb)π

bDaφ

−1

2
βµaπaµ

bπb + ανbν
cπbfcaω

a

)
. (4.74)

The axial gauge on Kerr backgrounds can also be shown to modify the expression

for the scalar potential φ. From the expressions of Ω2 and Ω4 of Eq. (4.64), we have

Db(f−2ωbωaπ
a + νbνaπ

a)−
(
nbν

bνaπ
a
)
|H

= Db
(
β−1µbµa (Daφ+ αfacω

c)
)
− β−1nbµ

bµa (Daφ+ αfacω
c) |H . (4.75)
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From Eq. (4.75) it follows that φ depends non-trivially on πb at the horizon, in

contrast with results either about flat spacetime or curved backgrounds without

horizons.

4.3 Discussion

In this chapter, we considered the constrained dynamics of field theories on Kerr

backgrounds and have argued that the constraints will involve contributions from the

horizons of the background. This was explicitly demonstrated through the Maxwell

field, where the Gauss law constraint was shown to involve horizon contributions.

In the previous section, we also demonstrated that gauge fixing the theory can lead

to additional implications on the fields and their dynamics due to the horizons of

the background. As in the spherically symmetric case, the surface contributions are

not generic to arbitrary boundaries. In considering spatial boundaries for example,

the boundary is either located within the manifold or, as in the case of spatial

infinity, constitutes the physical end on the manifold. Thus, either surface terms

exist on both sides of a spatial boundary and cancel out, or the boundary represents

the physical end of a manifold. In this case, the smearing functions must vanish

to ensure the regularity of the fields. Such conditions on smearing functions do

not hold on the horizons, which thus contribute non-vanishing surface terms in the

constraints. Gauge fields can be completely arbitrary at the horizon, provided gauge

invariant observables constructed from them remain finite.

As in the case of spherically symmetric backgrounds considered in the previous

chapter, the modified Gauss law allows for a non-vanishing flux within Σ, which

vanishes at the horizons ∂Σ. In the case of Kerr backgrounds, the momenta πb
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involve both the physical electric and magnetic fields

πb = −eb = β−1χaF
ab

= β−1ξaF
ab + αωaF

ab . (4.76)

The integration of the Gauss law will provide an expression for the physical charges

and currents. We will refer to these contributions as the conserved charge and denote

it by Q in the following. We consider a subregion ΣB of the hypersurface Σ, whose

(spatial) outer boundary will be denoted as ∂ΣB and whose inner boundary is the

black hole horizon, denoted as ∂ΣH . Then the charge enclosed in this region is

QB =

∫
ΣB

Ω2 =

∮
∂ΣB

nbπ
b −

∮
∂ΣH

nbπ
b +

∮∮∮
∂ΣH

nbπ
b

=

∮
∂ΣB

nbπ
b (4.77)

In the first line of Eq. (4.77),

∮∮∮
denotes the surface integral due to the surface

term in the Gauss law constraint, following the notation introduced in the previous

chapter. Thus an observer at any bulk point in Σ will observe a non-vanishing

charge and current. Taking the limit of the outer boundary to the event horizon,

we find that the expression for the charge vanishes

QH = lim
∂ΣB→∂ΣH

QB = 0 (4.78)

This results from a missing surface term contribution in Eq. (4.77) which has a

non-vanishing limit at the horizon. We can also consider backgrounds with a cos-

mological horizon denoted by ∂ΣC and radius rC > rH . The integral of the Gauss

law constraint now provides an expression for the total charge, which vanishes since

Q =

∫
Σ

Ω2 =

∮
∂ΣC

nbπ
b −

∮
∂ΣH

nbπ
b +

∮∮∮
∂ΣH

nbπ
b −

∮∮∮
∂ΣC

nbπ
b

= 0 (4.79)
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As in the case of spherically symmetric backgrounds, we see that while a non-

vanishing flux exists in the bulk of Σ, it vanishes on the horizons ∂Σ.

Apart from the observed charges on the background, another consequence of the

modified constraints involves the gauge fixing of the theory. In Sec. (4.2) we consid-

ered two gauges - the radiation gauge and the axial gauge. For the radiation gauge

considered in Eq. (4.52), we chose the covariant generalization of the gauge adopted

in flat space. Unsurprisingly, the Dirac brackets for aa and πb in Eq. (4.63) is the

covariant generalization of the flat space result, involving the Green function of the

spacetime Laplacian operator. Unlike the Schwarzschild background, the solution of

this Green function is not known about Kerr backgrounds. We can however expect

that the radiation gauge in the absence of surface terms involves the same inade-

quacy as was noted in the case of the usual radiation gauge about the Schwarzschild

background. We could therefore always include an additional non-vanishing surface

term nbab|H to the constraint Ω4 ≈ 0 in Eq. (4.52). This gives

Ω4 = Db (βab)− nbab|H , (4.80)

We now find that the Poisson bracket [Ω2(x),Ω4(y)]P has the following expression

[Ω2(x),Ω4(y)]P = Dxa (β(x)Daxδ(x, y))− nxaDxaδ(x, y)|H . (4.81)

The resulting Dirac bracket will now require the Green function for the operator

involved in Eq. (4.81), which has a non-trivial surface contribution. This is simi-

lar to the Green function for the inverse spatial Laplacian considered in the case

of spherically symmetric backgrounds, which did affect the Dirac brackets of the

Maxwell field at the horizon as noted in Eq. (3.64). This result is not specific to

the radiation gauge. We also noted that the Dirac bracket resulting from the axial

gauge, given in Eq. (4.72), has a non-trivial surface term which affects its limit at
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the horizon. Likewise, the expression for the scalar potential in this gauge which fol-

lows from Eq. (4.75) also involves corrections from the horizons of the background.

These results, while indicative of horizon effects on the dynamics and quantization

of fields, are nevertheless gauge dependent. Covariant and gauge invariant implica-

tions of fixing fields at the horizon may be determined by working within the BRST

formalism. This will be considered in the following chapter.

4.A Derivation of the Dirac bracket
[
φ(x), πb(y)

]
D

The Dirac bracket provided in Eq. (4.72) involves a surface term, which we will now

clarify by providing the steps in its derivation. From Eq. (4.58) we have[
φ(x), πb(y)

]
D

= −
∫
dVu

∫
dVv [φ(x), Ωα(u)]P C

−1
αβ (u, v)

[
Ωβ(v) , πb(y)

]
P
.

(4.A.1)

where we made use of the fact that
[
φ(x), πb(y)

]
P

= 0. The expression in Eq. (4.A.1)

simplifies to[
φ(x), πb(y)

]
D

= −
∫
dVu

∫
dVv [φ(x), Ω1(u)]P C

−1
14 (u, v)

[
Ω4(v) , πb(y)

]
P
.

(4.A.2)

The Dirac bracket requires the Poisson bracket
[
Ω4(v) , πb(y)

]
P

. Its expression can

be determined through the use of smearing functions γ and ε which are regular at

the horizon. We find[∫
dVxγ(x)Ω4(x) ,

∫
dVyε(y)πb(y)

]
P

=

∮
daxn

x
aε(x)γ(x)α(x)µa(x)ωb(x)−

∫
dVxε(x)Dxa

(
α(x)γ(x)

(
µa(x)ωb(x)− µb(x)ωa(x)

))
=

∫
dVxγ(x)

(
α(x)

(
µa(x)ωb(x)− µb(x)ωa(x)

))
Dxaε(x)

⇒
[
Ω4(x) , πb(y)

]
= α(x)

(
µa(x)ωb(x)− µb(x)ωa(x)

)
Dxaδ(x, y) . (4.A.3)
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4 Constrained dynamics on Kerr backgrounds

Eqs. (4.64),(4.A.3) and (4.68) can now be used to find the expression[
φ(x), πb(y)

]
D

= −
∫
dVuδ(x, u)q(u, v)

∫
dVvα(v)(µa(v)ωb(v)− µb(v)ωa(v))Dvaδ(v, y)

= −
∫
dVv q(x, v)α(v)(µa(v)ωb(v)− µb(v)ωa(v))Dvaδ(v, y)

= −
∮
dav δ(v, y)nvaq(x, v)α(v)(µa(v)ωb(v))

+

∫
dVvδ(v, y)Dva

(
q(x, v)α(v)(µa(v)ωb(v)− µb(v)ωa(v))

)
.

(4.A.4)

Recalling that the brackets are in fact densities which need to be integrated over

the hypersurface for both x and y, we can express the result of Eq. (4.A.4) as given

in Eq. (4.72).

4.B Axial gauge functions in Boyer-Lindquist

coordinates

We will now explicitly derive the function q(x, y) following Eq. (4.69). The Maxwell

field is assumed to be defined on the Kerr background, for which we will adopt the

usual Boyer-Lindquist coordinates (t , r , θ , φ)

ds2
BL = −

(
∆− a2sin2θ

ρ2

)
dt2 +

2 a sin2θ

ρ2

(
∆− r2 − a2

)
dtdφ

+
sin2θ

ρ2

(
(r2 + a2)2 −∆a2sin2θ

)
dφ2 +

ρ2

∆
dr2 + ρ2dθ2 , (4.B.1)

where

∆ = r2 − 2Mr + a2 , ρ2 = r2 + a2cos2θ , (4.B.2)

with M being the mass of the black hole and a the angular momentum per unit

mass. In these coordinates, r and θ span the integral 2-submanifolds of foliated
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Kerr spacetimes, which are orthogonal to both ξa ((dt)a) and ωa ((dφ)a). In Sec. 4.2

we noted that the axial gauge analysis could be carried out for any of the basis

vectors of this submanifold. Here we will demonstrate this by deriving the function

q(x, y) separately for the cases µa = (∂r)
a and µa = (∂θ)

a. From the inverse metric

in Boyer-Lindquist coordinates, we have

(∂r)
a =

(
0,

√
∆

ρ
, 0, 0

)
, (∂θ)

a =
(
0, 0, ρ−1, 0

)
. (4.B.3)

Likewise, the metric components of Eq. (4.B.1) provide the following definitions

λ2 = −∆− a2sin2θ

ρ2

αf 2 = −a sin2θ

ρ2

(
∆− r2 − a2

)
f 2 =

sin2θ

ρ2

(
(r2 + a2)2 −∆a2sin2θ

)
, (4.B.4)

as well as the following expressions for β and
√
h

β =
√
−(λ2 + α2f 2) =

(
1 +

4Mr (a2 + r2)

∆ (a2 cos(2θ) + a2 + 2r2)

)− 1
2

√
h =

fρ2

√
∆
. (4.B.5)

Since Eq. (4.69) involves a delta function source, it will be convenient to first re-

express it in terms of a second-order differential equation. For the case where µa =

(∂r)
a, Eq. (4.69) can be explicitly rewritten as√

∆(r′, θ′)

ρ(r′, θ′)
∂r′(∂r′l(~r, ~r

′)) = − 1√
h(r′, θ′)

δ(r − r′)δ(θ − θ′)δ(φ− φ′) , (4.B.6)

where we have chosen q(~r, ~r′) = ∂r′l(~r, ~r
′) and have considered the source at a fixed

point ~r. We now assume the following ansatz. We now assume the following ansatz

l(~r, ~r′) = l(r, θ, r′)δ(θ − θ′)δ(φ− φ′) , (4.B.7)
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which simplifies Eq. (4.B.6) to

δ(θ − θ′)µr(r′, θ′)∂r′(∂r′l(r, θ, r′)) = − 1√
h(r′, θ′)

δ(r − r′)δ(θ − θ′) . (4.B.8)

The solution for l(r, θ, r′) follows by first considering the homogeneous equation

∂r′(∂r′R(r, θ, r′)) = 0, whose general solution is

R(r, θ, r′) = C1(r, θ) + C2(r, θ)r′ . (4.B.9)

Denoting the horizon radius as rH , the solution C2(r, θ)r′ is found to be valid only in

the region rH ≤ r′ < r (since it diverges in the region r′ > r). The solution C1(r) is

valid everywhere on Σ. By matching these solutions at the point r = r′, the general

solution for l(r, r′) can then be written as

l(r, θ, r′) = C(r, θ)r′ (r′ < r)

= C(r, θ)r (r′ > r) . (4.B.10)

Substituting this solution in Eq. (4.B.8), integrating θ′ over its entire range and r′

from r − ε to r + ε, we find that C(r, θ) is given by

C(r, θ) = (f(r, θ)ρ(r, θ))−1 . (4.B.11)

This leads to the general solution

l(~r, ~r′) = δ(θ − θ′)δ(φ− φ′) (f(r, θ)ρ(r, θ))−1 r′ (r′ < r)

= δ(θ − θ′)δ(φ− φ′) (f(r, θ)ρ(r, θ))−1 r (r′ > r) . (4.B.12)

Differentiating this solution with respect to r′ gives

q(~r, ~r′) =
1

f(r, θ)ρ(r, θ)
Θ (r − r′) δ(θ − θ′)δ(φ− φ′) , (4.B.13)
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where Θ (r − r′) has the property that it is 1 when rH < r′ < r and 0 elsewhere.

We can also consider the case where µa = (∂θ)
a in Eq. (4.69). In this case, Eq. (4.B.6)

becomes

µθ(r′, θ′)∂θ′(∂θ′l(~r, ~r
′)) = − 1√

h(r′, θ′)
δ(r − r′)δ(θ − θ′)δ(φ− φ′) . (4.B.14)

By using the ansatz

l(~r, ~r′) = l(r, θ, θ′)δ(r − r′)δ(φ− φ′) (4.B.15)

and performing the analogous procedure described above, we find the following

general solution for q(~r, ~r′)

q(~r, ~r′) =

√
∆(r, θ)

f(r, θ)ρ(r, θ)
Θ (θ − θ′) δ(r − r′)δ(φ− φ′) , (4.B.16)

where Θ (θ − θ′) is now just the ordinary Heaviside step function. Using the solutions

given in Eq. (4.B.13) and Eq. (4.B.16), we can proceed to solve Eq. (4.70) when µa

is either (∂r)
a or (∂θ)

a. We can alternatively rewrite Eq. (4.70) as

µa(y)Dya
(
β−1(y)µa(y)Dyap(x, y)

)
= δ(x, y) (4.B.17)

and solve p(x, y) using the procedure given above. The solutions for p(x, y) about

the Kerr background, when µa is either (∂r)
a or (∂θ)

a, are not as simple as those of

q(x, y) and involve elliptic integrals. In the case of µa = (∂θ)
a, the equation is

1

ρ(r′, θ′)
∂θ′

(
β−1(r′, θ′)

1

ρ(r′, θ′)
∂θ′p(~r, ~r

′)

)
=

1√
h(r′, θ′)

δ(r − r′)δ(θ − θ′)δ(φ− φ′) ,

(4.B.18)

whose solution is given by

p(~r, ~r′) = − ∆(r, θ)

f(r, θ)ρ(r, θ)

F
(
θ′
∣∣∣ a2∆

(a2+r2)2

)
2(a2 + r2)

δ(r − r′)δ(φ− φ′) , (4.B.19)
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where F
(
θ′
∣∣k2
)

is known as the elliptic integral of the first kind. The solution of

Eq. (4.70) when µa = (∂r)
a involves elliptic integrals with much more complicated

arguments and we were unable to find a simple expression as in Eq. (4.B.19). How-

ever in all cases, the functions p and q are curved spacetime generalizations of the

p(x, y) and q(x, y) known in flat spacetime without boundaries [81].

101



5 Hamiltonian BRST treatment of

constrained field theories

In the previous chapters, we demonstrated that the constraints of field theories are

modified through contributions from the horizons of the background. Horizons were

shown to affect the charges and via gauge fixing, the Dirac brackets of the theory.

While our results for the Dirac brackets indicate that dynamics are affected by fixing

fields at the horizons, they nevertheless depend on the choice of gauge. As discussed

at the end of Chapter 2 of this thesis, the Dirac-Bergmann formalism also does not

provide an ideal setting to investigate quantum properties of certain theories, such

as in the case of the Yang-Mills field for example. The quantization of constrained

field theories is best addressed within the BRST formalism [79, 95, 100–104], which

is manifestly unitary and gauge invariant. Our treatment in this chapter is based on

the Hamiltonian BRST framework [79, 95], through which the modified constraints

derived using the Dirac-Bergmann formalism can be appropriately considered. This

framework will in particular allow us to determine the effect of horizons on physically

observable fields and the renormalizability of gauge theories. In the next section,

we will extend the Hamiltonian BRST formalism on flat spacetime to spherically

symmetric backgrounds with horizons. The definitions we adopt will provide the

usual covariant action in the absence of any surface terms.
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As examples, we will consider the Yang-Mills field and scalar electrodynamics.

In both examples, we first derive the constraints and find the presence of horizon

contributions to the Gauss law. We then extend the phase space to include the

ghosts and their conjugate momenta. The BRST invariant path integral follows

from the definitions of the BRST charge operator and the gauge fixing function. We

find that the BRST transformations of the fields do not involve corrections from

the horizons of the background. We then consider a gauge fixing function which

corresponds to the radiation gauge with a horizon contribution and use it to derive

the BRST invariant action. This gauge fixing choice leads to surface integrals at

the horizons in the ghost and gauge fixing effective actions of the theory. By using

the Zinn-Justin equation, we demonstrate that the renormalizability of all gauge

theories of the Yang-Mills type are not affected by the presence of horizons.

The horizons of the background could also have interesting consequences on the

physical states of the theory. We explore this aspect in the scalar electrodynamics

example through the construction of a co-BRST charge. This charge is conserved,

nilpotent and allows for a resolution of the (physical) singlet states of the Hilbert

space. The co-BRST charge also provide expressions for dressed charges, which have

been used to describe the static charges of scalar electrodynamics on flat spacetime.

The presence of surface terms from the horizons in the gauge fixing function will be

shown to modify this dressing and hence the description of the static charges of the

theory, especially near the horizons.

We conclude this chapter with expressions of the globally Lorentz covariant ef-

fective actions of the Yang-Mills field and scalar electrodynamics, corresponding to

the derived BRST invariant projected actions of the previous sections.
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5.1 Hamiltonian BRST formalism

We will now briefly review the Hamiltonian BRST formalism for constrained field

theories based on the treatment in [79, 95]. To proceed, we will first recall some

material from Chapters 2 and 3 of this thesis.

5.1.1 Foliation of spherically symmetric backgrounds

The constrained field theories we will consider are defined on fixed spherically sym-

metric backgrounds with one or more horizons. The timelike Killing vector field

ξa of the background, normalized according to ξaξa = −λ2, allows us to foliate the

spacetime into a one parameter family of spatial hypersurfaces Σ. The induced

metric hab on Σ and the projection operator hba are given by

hab = gab + λ−2ξaξb , hab = δab + λ−2ξaξb . (5.1)

We will denote the Killing horizons of the background as H. The spatial sections of

H are submanifolds of Σ, with induced metric σab which can be written as

σab = hab − nanb , (5.2)

where na is the unit spatial normal to the surface of the horizons of the background,

which points in the direction of increasing time. In this chapter, we will also consider

the null normals of H defined in spacetime. We recall that the projected metric σ̃ab

of any null hypersurface of M can be written as

σ̃ab = gab + lakb + lakb , (5.3)

where la and ka are two null normals of the null hypersurface which satisfy

lal
a = 0 = kak

a , lak
a = −1 . (5.4)
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On the spherically symmetric backgrounds we are considering, we can describe la

and ka in terms of the normalized timelike Killing vector field λ−1ξa and the unit

spatial normal na to the spatial sections of the null hypersurfaces

la =
1√
2

(
λ−1ξa + na

)
, ka =

1√
2

(
λ−1ξa − na

)
, (5.5)

These expressions holds for all null hypersurfaces of the background, including H.

We can now use Eq. (5.5) to write na as

na =
1√
2

(la − ka) (5.6)

Using Eq. (5.5) in Eq. (5.3) and then projecting with hab given in Eq. (5.1), we find

the following projected null hypersurface metric σab on Σ

σab = hcah
d
b σ̃cd = hab − nanb , (5.7)

which agrees with Eq. (5.2). We will use Eq. (5.6) to provide covariant expressions

of the surface integrals in the effective actions derived in this chapter.

5.1.2 Hamiltonian BRST formalism for constrained field theories

Time derivatives are defined as the Lie derivative with respect to ξa. Beginning

with any action for a given field theory, we can define the Hamiltonian on Σ and

apply the Dirac-Bergmann formalism to determine all the constraints of the the-

ory. The fields can either have an even or odd Grassmann parity, which will be

particularly important in this chapter. Hamiltonian dynamics are governed by the

graded Poisson brackets defined in Eq. (2.12), which satisfy the identities and re-

lations given in Eq. (2.13). We assume that any second-class constraints resulting

from the Dirac-Bergmann formalism have been eliminated through the construction
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of Dirac brackets. In this case, the result of the Dirac-Bergmann formalism is the

total Hamiltonian (involving the first-class constraints Ωa and their multipliers va)

HT =

∫
Σ

dVx (H0 + vaΩa) , (5.8)

with dynamics defined by graded Dirac brackets. In what follows, we will simply

refer to the graded brackets following the Dirac-Bergmann formalism as Poisson

brackets. We further restrict our attention to theories whose first-class constraints

satisfy a Lie algebra

[Ωa,Ωb]P = Cc
abΩc ,

[H0,Ωb]P = V a
b Ωa , (5.9)

where Cc
ab and V a

b are constants. The Hamiltonian BRST formalism will be described

in this section for theories so defined in phase space. We refer the interested reader

to [95] for further information on the Hamiltonian BRST approach.

In the Hamiltonian BRST formalism, we first construct an extended phase space

through the definition of additional fields and their momenta. The multipliers and

their conjugate momenta are treated as canonical variables which satisfy

[va(x), πvb (y)]P = δab δ(x, y) . (5.10)

πvb are constraints of the theory in the extended phase space. Two additional fields

and their momenta are introduced. The first pair comprise the ghosts Ca and their

canonically conjugate momenta Pa, which are equal to the number of first-class

constraints Ωa and of opposite Grassmann parity. The second pair are the antighosts

C̄a and their canonically conjugate momenta P̄a, which are equal in number and the

opposite Grassmann parity of the constraints πvb . The ghosts and antighosts satisfy

the following Poisson brackets

[Pb(x), Ca(y)]P = −δab δ(x, y) =
[
P̄a(x), C̄b(y)

]
P
, (5.11)
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with all other brackets involving the Ca ,Pa , C̄a and P̄a vanishing. The extended

phase space has an additional structure corresponding to the ghost number. The

ghost numbers of the fields in phase space are

gh (Ca) = 1 = gh
(
P̄a
)
,

gh (Pa) = −1 = gh
(
C̄a
)
, (5.12)

where gh() indicates the ghost number. The ghost number of all other canonical

fields vanish. Given the extended phase space, we will define the Hamiltonian BRST

charge QBRST on spherically symmetric backgrounds as

QBRST =

∫
Σ

dVx

(
Ca(x)Ωa(x) +

1

2
Pa(x)Ca

bcCb(x)Cc(x)− iP̄a(x)πva(x)

)
. (5.13)

The BRST charge is Grassmann odd and has ghost number gh(QBRST) = 1. BRST

transformations of the fields are generated by its Poisson bracket with QBRST. Given

a functional of the fields F , we will denote its BRST transformation by sF

sF = [F ,QBRST]P . (5.14)

If F has ghost number γa and mass dimension da, then sF has ghost number γa + 1

and mass dimension da + 1. The BRST transformations generated by QBRST in

Eq. (5.14) are similar to the gauge transformations in Eq. (2.24) generated by the

first-class constraints Ωa. The crucial difference with the first-class constraints comes

from the closure of the BRST charge off-shell, i.e. throughout phase space

[QBRST , QBRST]P = 0 . (5.15)

Since the BRST charge is Grassmann odd, Eq. (5.15) is simply Q2
BRST = 0. Hence

BRST transformations are nilpotent, i.e. s2F = 0 for all F . From Eq. (5.15) and the

Jacobi identity, we also have [[F ,QBRST]P , QBRST]P = 0. Thus any BRST invariant
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quantity is known up to a Poisson bracket [F ,QBRST]P . In particular, we can define

the following effective BRST invariant Hamiltonian

Heff = H0 − [Ψ , QBRST]P , (5.16)

where Ψ must have the same Grassmann parity of QBRST and opposite ghost number

gh(Ψ) = −1, but can otherwise be specified arbitrarily. Ψ is a gauge fixing function

in the Hamiltonian BRST formalism. By using the Legendre transform with the

Hamiltonian in Eq. (5.16), we can define the following BRST invariant effective

action

Seff =

∫
dt

∫
Σ

dVx

(
ΠAΦ̇A + πvb v̇b + PaĊa + P̄a ˙̄Ca −Heff

)
. (5.17)

We note that “effective action” here does not refer to any consideration of renor-

malizability. The “quantum effective action” will be clearly defined later on in this

chapter. Since Ψ can be specified arbitrarily, physical processes are independent

of the choice of gauge fixing. This further implies the Fradkin-Vilkovisky theo-

rem [102, 103], where the following path integral over all the canonical variables of

the extended phase space µA = {ΦA ,Π
A , πva , v

a , Ca ,Pa , C̄a , P̄a}

Z =

∫ [
DµA

]
exp (iSeff ) , (5.18)

is independent of the choice of Ψ. In most cases, especially in the derivation of the

covariant action, Ψ can be represented as

Ψ =

∫
Σ

dVx
(
iC̄A(x)χA(x) + PA(x)vA(x)

)
, (5.19)

where χA is a function which is independent of the ghosts. The covariant effective

action can be derived by using Eq. (5.19) in Eq. (5.16) and Eq. (5.17), followed by

an integration of the momenta of the theory in Eq. (5.18). This will be considered

in the following sections for the Yang-Mills field and scalar electrodynamics.
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5.2 The Yang-Mills field

5.2.1 Derivation of the Gauss law constraint

We will now consider the specific example of the Yang-Mills field on spherically sym-

metric spacetimes with horizon(s). This subsection will use the formalism described

in Chapter 3 of this thesis. The action for the Yang-Mills field is given by

SYM =

∫
dV4

(
−1

4
FA
abFAcdg

acgbd
)
, (5.20)

where dV4 is the four dimensional volume form on the manifold Σ×R (with metric

gab), which upon following Eq. (3.4) can be expressed as dV4 = λ dt dVx. The field

strength of the Yang-Mills field FA
ab = ∂aA

A
b −∂bAAa −gCA

BCA
B
a A

C
b , is defined through

the structure functions CA
BC . We are thus dealing with the general SU(N) case in

a basis ΛA which satisfies Tr (ΛAΛB) = 1
2
δAB and [ΛA ,ΛB] = CC

ABΛC , where δAB is

the Kronecker delta function.

Defining the projected fields aAa = hbaA
A
b , φA = ξaAAa , eAd = −λ−1ξcFA

cd and

fAab = hcah
d
bF

A
cd , we can write the projected action as

SYM = −
∫
dt

∫
Σ

dVx
λ

4

(
fAabf

ab
A − 2eAa e

a
A

)
. (5.21)

The expression for ȧAb follows from the Lie derivative of aAa with respect to the

timelike Killing vector field ξa

ȧAb = £ξa
A
b = −λeAb +DbφA + gCA

BCφ
BaCb . (5.22)

From Eq. (5.21), we have the following momenta of the theory

πbA =
∂LEM
∂ȧAb

= −ebA . (5.23)
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The canonical Hamiltonian is then

HC =

∫
Σ

dVx
(
πbAȧ

A
b

)
− L

= H0 +

∫
Σ

dVx
(
πbADbφA + gCA

BCπ
b
Aa

C
b φ

B
)
, (5.24)

where we have defined H0 as

H0 =

∫
Σ

dVx

(
λ

(
1

2
πbAπ

A
b +

1

4
fAabf

ab
A

)
+ πbADbφA + gCA

BCπ
b
Aa

C
b φ

B

)
. (5.25)

This definition of H0 will be relevant in the Hamiltonian BRST treatment. Since φ̇A

is absent in the Lagrangian, πφA ≈ 0 is the only primary constraint. Following the

Dirac-Bergmann formalism, this constraint is added to the canonical Hamiltonian

with the aid of a Lagrange multiplier vAφ to define a new Hamiltonian

H̃ =

∫
Σ

dVx

(
λ

(
1

2
πbAπ

A
b +

1

4
fAabf

ab
A

)
+ πbADbφA + gCA

BCπ
b
Aa

C
b φ

B + vAφ π
φ
A

)
, (5.26)

The canonical Poisson brackets of the theory are[
φA(x), πφB(y)

]
P

= δABδ(x, y)[
aAb (x), πaB(y)

]
P

= δABδ
a
b δ(x, y) . (5.27)

The Dirac-Bergmann formalism now requires us to check π̇φA ≈ 0 . The time evolu-

tion of πφA is evaluated through its Poisson bracket with H̃ by using a set of smearing

functions εA as follows
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∫
Σ

dVyε
A(y)π̇φA(y) =

∫
Σ

dVyε
A(y)

[
πφA(y), H̃

]
P

=

∫
Σ

dVyε
A(y)

πφA(y),

∫
Σ

dVxπ
b
B(x)DxbφB(x) + gCD

BCπ
b
D(x)aCb (x)φB(x)


P

= −
∮
∂Σ

day ε
A(y)nybπ

b
A(y) +

∫
Σ

dVy ε
A(y)

(
Dybπ

b
A(y)− gCD

ACπ
b
D(y)aCb (y)

)
.

(5.28)

When the smearing functions εA are regular on the horizon, as we have assumed

throughout this thesis, the surface integral is finite. Thus Eq. (5.28) provides∫
Σ

dVxε
A(x)Ω2A(x) =

∮
∂Σ

daxn
x
b ε
A(x)πbA(x)−

∫
Σ

dVx ε
A(x)

(
DxbπbA(x) + gCD

ACπ
b
D(x)aCb (x)

)
≈ 0 .

(5.29)

We can therefore express Ω2A as

Ω2A = nbπ
b
A

∣∣∣
H
−DbπbA + gCD

ACπ
b
Da

C
b ≈ 0 . (5.30)

The notation
∣∣∣
H

indicates that the corresponding term is the surface contribution

to the constraint. Eq. (5.30) is a distribution which requires that we smear and

integrate it over a given volume of the hypersurface Σ. Thus smearing Eq. (5.30)

with functions εA which are regular at the horizons and integrating over Σ gives

Eq. (5.29). Including Eq. (5.30) in the Hamiltonian with its own Lagrange multiplier,

we can write the total Hamiltonian as

HT = H0 +

∮
∂Σ

dax nb(φ
A + vA2 )πbA +

∫
Σ

dVx

(
vAφ π

φ
A − (φA + vA2 )

(
DbπbA − gCD

ACπ
b
Da

C
b

))
= H0 +

∫
Σ

dVx

(
(φA + vA2 )Ω2A + vAφ π

φ
A

)
(5.31)
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Using smearing functions which are regular on the horizon, it is straightforward to

demonstrate that Ω2A satisfies the following relation

[Ω2A(x),Ω2B(y)]P = gCD
ABΩ2D(x)δ(x, y) , (5.32)

from which it follows that∫
Σ

dVy [ε(y)Ω2A(y), HT ]P =

∫
Σ

dVyε(y)
(
(φA(y) + vB2 (y))gCD

ABΩ2D(y)
)
≈ 0 . (5.33)

Hence there are no further constraints. The Poisson bracket
[
πφA ,Ω2B

]
P
≈ 0, con-

firms that all the constraints are first class.

From a general linear combination of the first class constraints εA1 π
φ
A + εA2 Ω2A, we

can find the following non-vanishing gauge transformations

δφA = εA1

δaAb = DbεA2 + gCA
BCa

C
b ε

B
2

δπbA = gCD
ABπ

b
Dε

B
2 (5.34)

We can also determine the Lagrange multipliers. From the Poisson bracket
[
φA, HT

]
P

,

we can identify vAφ = φ̇A. Likewise, the Poisson bracket
[
aAb , HT

]
P

agrees with

Eq. (5.22) provided DbvA2 = 0. We can therefore set vA2 = 0 and vAφ = φ̇A in HT .

5.2.2 Hamiltonian BRST derivation of the Path Integral

As mentioned in Sec. [5.1.2], the Hamiltonian BRST treatment requires us to extend

the phase space of the previous subsection to include the ghosts CA, the antighosts

C̄A and their conjugate momenta
(
PA , P̄A

)
. The ghost numbers of these fields and
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the canonical relations they satisfy are[
P̄B(x), C̄A(y)

]
= −δBAδ(x, y) =

[
PA(x), CB(y)

]
,

gh
(
CA
)

= 1 = gh
(
P̄A
)
,

gh (PA) = −1 = gh
(
C̄A
)
, (5.35)

where all other brackets involving the ghosts and their momenta vanish. Following

Eq. (5.13), we can construct the following BRST charge for the Yang-Mills field

QBRST =

∫
Σ

dVx

(
Ω2A(x)CA(x) +

1

2
gPA(x)CA

BCCB(x)CC(x)− iP̄A(x)πφA(x)

)
.

(5.36)

Let us now denote the set of all the fields in the extended phase space by µα ≡(
aAa , π

a
A, CA,PA, C̄A, P̄A, φA, π

φ
A

)
, where α , β · · · runs over all the degrees of freedom

(spacetime and internal indices) of the fields. We will denote the BRST transformed

fields by sµα, which can be derived from the Poisson bracket [µα , QBRST]P = sµα.

Evaluating the Poisson brackets using a set of smearing functions which are regular

at the horizons, we find the following expressions for sµα

saAa = DaCA + gCA
BCCBaCa , sφA = −iP̄A ,

sπaA = −gCD
BACBπaD , sC̄A = iπφA ,

sPA = −Ω2A − gPDCD
BACB , sCA = −1

2
gCA

BCCBCC ,

sπφA = 0 = sP̄A . (5.37)

These transformations have the same form as the BRST transformations of the Yang-

Mills field on backgrounds without a boundary. We will now proceed to consider

the gauge fixing function for the Yang-Mills field following Eq. (5.19)

Ψ =

∫
Σ

dVx
(
iC̄A(x)χA(x) + PA(x)φA(x)

)
. (5.38)
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In flat spacetime, the gauge fixing term χA = ∂aaAa +πAφ is often used to recover the

covariant action of the theory. On the spherically symmetric backgrounds we are

considering, it will be useful to let χA involve the term Da(λaAa )+ 1
2
λπAφ . Since we are

interested in the effect of horizons, we will also include surface terms at the horizons

naaAa

∣∣∣
H

in the definition of χA, analogous to the horizon contributions present in

Ω2A. We thus choose

χA = Da(λaAa )− naaAa
∣∣∣
H

+
1

2
λπAφ , (5.39)

The BRST invariant Hamiltonian now follows from Eq. (5.16), which for the Yang-

Mills field is given by

Heff = H0 − [Ψ, QBRST]P = λ

(
1

2
πaAπ

A
a +

1

4
fAabf

ab
A

)
− [Ψ, QBRST]P . (5.40)

As noted in Eq. (5.17), this allows us to further define the BRST invariant effective

action by using the Legendre transform. We will now discuss a brief point on the

Legendre transform which will be relevant in what follows. While the spacetime

covariant measure is λdtdVx, functional derivatives in this thesis were defined with

respect to the covariant measure of the spatial hypersurfaces dVx. This leads to all

non-vanishing momenta resulting from the Lagrangian of a given theory to involve a

factor of λ. Thus no factors of λ appear in the definition of the canonical Hamiltonian

of a theory resulting from the Legendre transform, as in Eq. (5.24) for the Yang-

Mills field for example. However, in considering an effective action resulting from

a BRST invariant Hamiltonian, we are completely free to rescale that part of the

Legendre transform which involve the ghosts and Lagrange multipliers, and their

conjugate momenta. This is due to the fact that these fields have no definition or

normalization which follows from the Lagrangian of a given theory. We accordingly

use this freedom while considering Eq. (5.17) and define
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Seff =

∫
dt

∫
Σ

dVx

(
ȧAa π

a
A + λ−1φ̇AπφA + ĊAPA + λ−1 ˙̄CAP̄A −Heff

)
, (5.41)

We will justify these factors of λ by demonstrating that they provide the covariant

action of the gauge fixed Yang-Mills field in this section.

The Poisson bracket [Ψ, QBRST]P can be evaluated from Eq. (5.38) and Eq. (5.36)

and has the following result

[Ψ, QBRST]P = −
(
πφAχ

A + iPAP̄A + φA
(
Ω2A + gPDCD

BACB
)

+ i
(
λDaC̄A + naC̄A|H

) (
DaCA + gCA

BCCBaCa
))

.

(5.42)

Using Eq. (5.42), we define the path integral as in Eq. (5.18) which spans over all

field variables µα

Z =

∫
[Dµ] eiSeff

=

∫
[Dµ] exp

i ∫ dt

∫
Σ

dVx

[
ȧAa π

a
A + λ−1φ̇AπφA + ĊAPA + λ−1 ˙̄CAP̄A − πφAχ

A − iPAP̄A

− λ
(

1

2
πaAπ

A
a +

1

4
fAabf

ab
A + iDaC̄A

(
DaCA + gCA

BCCBaCa
))

− φA
(
Ω2A + gPDCD

BACB
)]

+

∫
dt

∮
∂Σ

daxnaC̄A
(
DaCA + gCA

BCCBaCa
) ,

(5.43)
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We can now integrate out P̄A, PA and πaA to find

Z =

∫
[Dµ̃] exp

i∫ dt

∫
Σ

dVx λ

(
1

2
eaAe

A
a −

1

4
fAabf

ab
A + λπφA

(
λ−2φ̇A − λ−1Da(λaAa )− 1

2
πAφ

))

+

∫
dt

∫
Σ

dVx λ
(
−λ−2 ˙̄CA

(
ĊA + gCA

BCCBφC
)

+DaC̄A(DaCA + gCA
BCCBaCa )

)

+ i

∫
dt

∮
∂Σ

dax n
aaAa π

φ
A +

∫
dt

∮
∂Σ

daxnaC̄A
(
DaCA + gCA

BCCBaCa
) ,

(5.44)

where only the fields
(
aAa , φ

A, πφA, C̄A, CA
)

are contained in the measure [Dµ̃]. In

Eq. (5.44), the term
1

2
eaAe

A
a follows from Eq. (5.22) after integrating out πaA. We can

further re-express Eq. (5.44) in terms of the effective projected Yang-Mills, gauge

fixing and ghost actions in the following way

Z =

∫
[Dµ̃] ei Seff =

∫
[Dµ̃] ei(SYM+Sgh+Sgf) , (5.45)

where

SYM =

∫
dt

∫
Σ

dVx λ

(
1

2
eaAe

A
a −

1

4
fAabf

ab
A

)
, (5.46)

Sgf =

∫
dt

∫
Σ

dVx λπ
φ
A

(
λ−2φ̇A − λ−1Da(λaAa )− 1

2
πAφ

)
+

∫
dt

∮
∂Σ

dax n
aaAa π

φ
A ,

(5.47)

Sgh = i

∫
dt

∫
Σ

dVx λ
(
λ−2 ˙̄CA

(
ĊA + gCA

BCCBφC
)
−DaC̄A(DaCA + gCA

BCCBaCa )
)

− i
∫
dt

∮
∂Σ

dax n
aC̄A

(
DaCA + gCA

BCCBaCa
)
. (5.48)
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The Schwarz inequality tells us nothing about the surface integrands in Eq. (5.47)

and Eq. (5.48), since they are separately not gauge invariant and can have arbitrary

norms. We can only state that Eq. (5.46), Eq. (5.47) and Eq. (5.48) are collectively

BRST invariant. From Eq. (5.37), the BRST transformations are now

saAa = DaCA + gCA
BCCBaCa , sφA = ĊA + gCA

BCCBφC ,

sC̄A = iπφA , sCA = −1

2
gCA

BCCBCC ,

sπφA = 0 . (5.49)

If the surface integral in Eq. (5.47) were absent, we could have performed the inte-

gration over πφA in Eq. (5.45) to derive the following effective ghost action

S ′gf =

∫
dt

∫
Σ

dVx λ
1

2

(
λ−1Da(λaAa )− λ−2φ̇A

)2

. (5.50)

The definitions hbaA
A
b = aAa and ξaAAa = φA, along with the projection operator in

Eq. (5.1) allow us to further express Eq. (5.50) as

S ′gf =

∫
dV4

1

2
(∇aA

a
A)2 . (5.51)

Thus Eq. (5.47) can be considered as the modification of the Lorenz gauge in the

presence of horizons.

5.2.3 Renormalizability of the Yang-Mills field

The Zinn-Justin equation is a condition satisfied by the quantum effective action of

a BRST invariant theory, which has been used to prove the perturbative renormaliz-

ability of nonabelian gauge theories, for example the Yang-Mills field [105,106] and

the non-Abelian two form [107], in flat spacetime. The purpose of this subsection is

to extend the analysis of [106] to the Yang-Mills field on curved backgrounds with
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horizons. We will specifically be interested in the effect of surface integrals at the

horizons on the renormalizability of the theory.

Let S describe a BRST invariant action involving the fields µα, whose transfor-

mations we denote by sµα = Fα. As before, α, β, · · · run over both spacetime and

internal indices. For each of the fields µα we can introduce a set of anti-fields Kα,

which have the same Grassmann parity as µα but the opposite ghost number of Fα.

Thus if µα has parity ε(µα) and ghost number gh(µα) = γα, then gh(Kα) = −γα−1

and ε(Kα) = ε(µα). We can now consider the path integral

Z[J,K] =

∫ [
DµB

]
exp

iS + i

∫
dt

∫
Σ

dVxµ
αJα + i

∫
dt

∫
Σ

dVxF
αKα

 , (5.52)

The terms contained in the parenthesis of Eq. (5.52) represent the action in the pres-

ence of sources, which is invariant under BRST transformations and the interchange

of the fields and anti-fields.

In this subsection, we will consider variations over the spacetime which preserve

the foliation of the background. We denote these functional variations with respect

to the fields by δ̄, which satisfies

δ̄µα(x)

δ̄µβ(x′)
= δαβ δ (~x, ~x′) δ(t, t′) . (5.53)

While δ (~x, ~x′) is the delta function defined on Σ, δ (~x, ~x′) δ(t, t′) is the delta function

defined onM = Σ×R. Thus for any well defined function f(~x, t) of the spacetime,

we have ∫
dt

∫
Σ

dVxδ (~x, ~x′) δ(t, t′)f(~x, t) = f(~x′, t′) . (5.54)

In the case of Grassmannian fields, we will need to consider ‘left’ and ‘right’ varia-

tions as defined in Eq. (2.7), only now with δ replaced with δ̄.

Given the path integral in the presence of sources, we can define the ‘connected

vacuum persistence amplitude’ W [J,K] = −ilnZ[J,K]. The expectation value of
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the fields in the presence of sources 〈µα〉J,K can be determined through the following

functional variation

〈µα〉J,K = i
1

Z[J,K]

δ̄RZ[J,K]

δ̄Jα
=
δ̄RW [J,K]

δ̄Jα
. (5.55)

Let us now also define Jα ;µ,K as the value of the current for which 〈µα〉J,K = µαJ,K

is the expectation value resulting from Eq. (5.55). The quantum effective action is

then defined by

Γ[µ,K] = W [Jµ,K , K]−
∫
dt

∫
Σ

dVxµ
α
J,KJα ;µ,K , (5.56)

If the action S and the path integral measure appearing in Eq. (5.52) are both

invariant under the BRST transformations sµα = Fα, then the path integral in

Eq. (5.52) is invariant under the BRST transformations provided∫
dt

∫
Σ

dVx〈Fα〉J,K
δ̄LΓ[µ,K]

δ̄µα
= 0 . (5.57)

These are the Slavnov-Taylor identities. For the Maxwell field and other gauge theo-

ries invariant under linear transformations, Eq. (5.57) is equivalent to the statement

that Γ[µ,K] is invariant under µα → µα + ε〈Fα〉J,K where ε is an infinitessimal

parameter. However, the BRST transformations for the fields aAa , φ
a and CA are

not linear in the fields. In the case of the Yang-Mills field, we can instead use the

Zinn-Justin equation

(Γ,Γ) = 0 , (5.58)

where the antibracket (F,G) has the following definition for any two functionals F

and G

(F,G) =

∫
dt

∫
Σ

dVx

(
δ̄RF [µ,K]

δ̄µα(x)

δ̄LG[µ,K]

δ̄Kα(x)
− δ̄RF [µ,K]

δ̄Kα(x)

δ̄LG[µ,K]

δ̄µα(x)

)
. (5.59)
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The derivation of Eq. (5.58) follows from Eq. (5.56) and Eq. (5.57). The variation

of Eq. (5.56) with respect to Kα gives

δ̄RΓ[µ,K]

δ̄Kα

=
δ̄RW [J,K]

δ̄Kα

∣∣∣∣∣
J=Jµ,K

+

∫
dt

∫
Σ

dVx
δ̄RW [J,K]

δ̄Jβ

∣∣∣∣∣
J=Jµ,K

δ̄RJβ ;µ,K

δ̄Kα

−
∫
dt

∫
Σ

dVxµ
β
J,K

δ̄RJβ ;µ,K

δ̄Kα

=
δ̄RW [J,K]

δ̄Kα

∣∣∣∣∣
J=Jµ,K

. (5.60)

We made use of Eq. (5.55) in deriving the result of Eq. (5.60). It now follows that

δ̄RW [J,K]

δ̄Kα

∣∣∣∣∣
J=Jµ,K

= 〈Fα〉J,K =
δ̄RΓ[µ,K]

δ̄Kα

. (5.61)

Eq. (5.57) and Eq. (5.61) together imply∫
dt

∫
Σ

dVx
δ̄RΓ[µ,K]

δ̄Kα

δ̄LΓ[µ,K]

δ̄µα
= 0 . (5.62)

Since the interchange of fields and anti-fields is a symmetry of the effective action,

this leads to the Zinn-Justin equation given in Eq. (5.58).

We will now use the Zinn-Justin equation to demonstrate that the quantum effec-

tive action is invariant under renormalized BRST transformations which have the

same form as the classical Yang-Mills action. This will further allow us to determine

the general form of the renormalizable quantum effective action.

Let us define the following actions on the basis of their sources

S[µ] = S +

∫
dt

∫
dV µαJα , (5.63)

S[µ,K] = S[µ] +

∫
dt

∫
dVxF

αKα . (5.64)
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We assume that S[µ,K] can be written as the sum of a renormalized action

SR[µ,K] = SR[µ, 0] +

∫
dt

∫
dVxF

α(µ, x)Kα (5.65)

and a term S∞[µ,K] containing counterterms intended to cancel loop infinities.

SR[µ,K] and S∞[µ,K] must have the same symmetries as S[µ,K] to ensure that

infinite contributions to Γ[µ,K] can be cancelled by counterterms in S∞[µ,K]. We

can now expand Γ[µ,K] in terms of the loop expansion parameter ~,

Γ[µ,K] =
∞∑
N=0

~N−1ΓN [µ,K] , (5.66)

where Γ0[µ,K] = SR[µ,K]. The Zinn-Justin equation can thus be written order-by

order for each N as
N∑

N ′=0

(ΓN ′ ,ΓN−N ′) = 0 . (5.67)

This expansion includes the counterterms contained in S∞[µ,K] needed to cancel

the sub-divergences at any given loop order N . If at some given N all infinities

appearing up to N − 1 loop order have been cancelled by counterterms in S∞, then

the only remaining infinities in Eq. (5.67) come from ΓN . In this case, the infinite

part ΓN,∞ satisfies

(SR,ΓN,∞) = 0 . (5.68)

For the Yang-Mills field, it can be shown that ΓN,∞ has a linear dependence on the

anti-fields Kα and therefore can be written as

ΓN,∞[µ,K] = ΓN,∞[µ, 0] +

∫
dt

∫
Σ

dVxF
α
N [µ, x]Kα(x) , (5.69)

where Fα
N [µ, x] can have an arbitrary dependence on the fields µα and the coordi-

nates. To see this, let us first consider the mass dimension and ghost numbers of

the anti-fields. Denoting the mass dimension and ghost number of all the fields µα
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by dα and γα respectively, the Fα are fields of mass dimension dα + 1 and ghost

number γα + 1. Thus the anti-fields Kα are of mass dimension 3 − dα and ghost

number −γα − 1. The effective action must have zero mass dimension and ghost

number. From the consideration of mass dimension alone, the Lagrangian of the

quantum effective action can at most be quadratic in Kα. We can also note that

apart from the anti-field corresponding to the field C̄A, which we denote here by K C̄A,

all other anti-fields have a non-vanishing ghost number. Thus from power-counting

arguments, we see that the quantum effective action could only be quadratic in K C̄A.

However, from the BRST transformation of C̄A and its relation to the symmetries

of the quantum effective action, i.e.

δLΓN,∞

δK C̄A
= 〈FA

C̄ 〉J,K = sC̄A = iλπφA , (5.70)

it follows that ΓN,∞ can only depend linearly on K C̄A. Thus ΓN,∞ has a linear

dependence on all the anti-fields as indicated in Eq (5.69).

Using Eq. (5.65) and Eq. (5.69) in Eq. (5.68), we can find the following equations

at zeroth-order and first-order in Kα∫
dt

∫
Σ

dVx

[
Fα δ̄LΓN,∞[µ, 0]

δ̄µα
− δ̄RSR[µ, 0]

δ̄µα
Fα
N

]
= 0 , (5.71)

∫
dt

∫
Σ

dVx

[
Fα δ̄LF

α
N

δ̄µα
− δ̄RF

α

δ̄µα
Fα
N

]
= 0 . (5.72)

These equations suggest the following definition of Γ
(ε)
N [µ]

Γ
(ε)
N [µ] = SR[µ, 0] + εΓN,∞[µ, 0] , (5.73)

where ε is an infinitesimal parameter. Eq. (5.71) now implies that Γ
(ε)
N [µ] is invariant

under the following transformation

sRµ
A(x) = F

(ε)A
N (x) , (5.74)
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where

F
(ε)A
N (x) = FA(x) + εFA

N (x) . (5.75)

Eq. (5.72) tells us that the renormalized transformations in Eq. (5.74) are nilpotent,

i.e. s2
R = 0. These nilpotent transformations can be easily shown to be of the same

form as the BRST transformations which leave the tree level action of the theory

invariant. As the BRST transformations for the fields C̄A and πφA are linear, they

are not affected and we have

sRC̄A = iπφA sRπ
φ
A = 0 . (5.76)

The renormalized transformations of the fields aAA , φ
A and CA must have the same

Lorentz transformation and ghost number properties of the original transformations

FA = sµA. Hence the most general form of Eq. (5.74) can be written as

sRa
A
a = GA

BDaCB + gDA
BCCBaCa ,

sRφ
A = HA

B ĊB + gBA
BCCBφC ,

sRCA = −1

2
gEA

BCCBCC , (5.77)

where GA
B, HA

B , DA
BC , BA

BC and EA
BC are as yet undertermined constants. The

requirement of nilpotence, s2
Rµ

α = 0, leads to the following relation

EA
BCE

B
FG + EA

BGE
B
CF + EA

BFE
B
GC = 0 , (5.78)

when applied to CA, and

g
(
−GA

BE
B
FG +GB

GD
A
FB

)
CFDaCG −

g2

2

(
DA
BCE

B
FG +DA

BGD
B
FC −DA

BFD
B
GC

)
aCa CFCG ,

g
(
−HA

BE
B
FG +HB

GB
A
FB

)
CF ĊG − g2

2

(
BA
BCE

B
FG +BA

BGB
B
FC −BA

BFB
B
GC

)
φCCFCG ,

(5.79)
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when applied to aAa and φA respectively. We see that Eq. (5.78) is satisfied when

EA
BC is proportional to CA

BC . Likewise, Eq (5.79) is satisfied when DA
BC and BA

BC

are proportional to CA
BC , and when GA

B and HA
B are proportional to δAB. This allows

us to write the renormalized transformations in Eq. (5.77) and Eq. (5.76) using an

arbitrary multiplicative constant S as

sRa
A
a = S

(
DaCA + gCA

BCCBaCa
)
, sRφ

A = S
(
ĊA + gCA

BCCBφC
)
,

sRCA = −S

(
1

2
gCA

BCCBCC
)
, sRC̄A = iπφA ,

sRπ
φ
A = 0 . (5.80)

Thus by allowing for a general set of transformations of the Yang-Mills and ghost

fields which increase the ghost number and mass dimension by 1, the Zinn-Justin

equation tells us that the renormalized transformations have a similar form as the

BRST transformations which leave the tree level action invariant.

We will now consider a quantum effective action comprising of both volume and

surface integrals, which we denote by

Γ
(ε)
N [µ] =

∫
dt

∫
Σ

dVxLε +

∫
dt

∮
∂Σ

daxn
aL ε

a , (5.81)

where Lε and naL ε
a correspond to the bulk and horizon Lagrangian densities, re-

spectively.

We will assume Lε involves the free Yang-Mills Lagrangian given in Eq. (5.46)

with renormalized coefficients. In particular, we do not assume any contribution to

naL ε
a from the free Yang-Mills part of the quantum effective action. Let us now

consider terms in the quantum effective action which involve πφA and the ghosts,

namely the gauge fixing and ghost contributions to Γ
(ε)
N [µ]. All terms in Lε must

have mass dimension 4, while all terms in naL ε
a must have mass dimension 3. Any
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term which involves ghosts must also involve an equal number of antighosts to

ensure a zero ghost number contribution in the quantum effective action. It is easy

to verify that the only possible contributions to Γ
(ε)
N [µ] which involve the ghosts and

satisfy these requirements are those already contained in Eq. (5.48), up to arbitrary

constants. We thus assume that Lε and naL ε
a contain terms present in Eq. (5.48),

with arbitrary constant coefficients whose relations are to be determined.

Finally for the gauge fixing contribution to Γ
(ε)
N [µ], we need to consider all possible

terms which include πφA, which we recall has mass dimension 2. As in the case of

the ghost contribution, we will assume that the terms contained in Eq. (5.47) also

appear in Γ
(ε)
N [µ], but now with arbitrary constant coefficients. There exists only

one other term involving πφA which is allowed on the basis of symmetry and power

counting arguments, but which is not contained in Eq. (5.47). This is the term

πφA
(
aBa a

Ca + φBφC
)
, which we will consider in Lε with its own constant coefficient.

Thus Lε and naL ε
a have the expressions

Lε = LYM + b1π
A
φ π

φ
A + λb2π

A
φ

(
Db
(
λabA

)
− λ−1φ̇A

)
+ iλZC

(
DaC̄ADaCA − λ−2 ˙̄CAĊA

)
+ iλdABC

(
DaC̄ACBaCa − λ−2 ˙̄CACBφC

)
+

1

2
eABCπ

φ
A

(
aBa a

Ca + φBφC
)
,

L ε
a = iZ̄CC̄ADaCA + ilABC C̄ACBaCa + b3π

φ
Aa

A
a , (5.82)

where b1, b2, b3, Z̄C and ZC are undetermined constants, dABC and lABC are totally

antisymmetric constants, and eABC is a constant which is symmetric in B and C.

The variation of Eq. (5.81) under Eq. (5.80) is given by
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sRΓ
(ε)
N [µ] =

∫
dt

∫
Σ

dVx

(
S eABCπ

φ
A

((
DaCB + gCB

DECDaEa
)
aCa + (ĊB + gCB

DECDφE)φC
)

+
ig

2
S
(
λ−1 ˙̄CACDCEφC − λ(DaC̄A)CDCEaCa

) (
dABCC

B
DE + dABDC

B
EC + dABEC

B
CD

)
+iS

(
λ(DaC̄A)(DaCB)CC − λ−1 ˙̄CAĊBCC

) (
dABC − gZCCA

BC

)
+πφA

(
λDa

(
λCBaCa

)
−£ξ

(
CBφC

)) (
S gb2C

A
BC + dABC

)
+ πφA

(
λDaλDaCA − C̈A

)
(S b2 + ZC)

)
−
∫
dt

∮
∂Σ

daxn
a

(
ig

2
S C̄ACDCEaCa (lABCC

B
DE + lABDC

B
EC + lABEC

B
CD) + πφADaC

A(Z̄C −S b3)

+ iS C̄A(DaCB)CC
(
gZ̄CCA

BC − lABC
)

+ λπφAC
BaCa

(
lABC −S gb3C

A
BC

))
(5.83)

It can be observed that Eq. (5.83) vanishes provided

b2 = − 1

S
ZC , b3 =

1

S
Z̄C ,

dABC = gZCCA
BC , lABC = gZ̄CCA

BC ,

eABC = 0 . (5.84)

Denoting the renormalized coefficient in the Yang-Mills action by ZA and using

Eq. (5.84), we can write Eq. (5.81) in the following way

Γ
(ε)
N [µ] =

∫
dt

∫
Σ

dVxλ

(
ZA
(

1

2
eaAe

A
a −

1

4
fAabf

ab
A

)
+ πφA

(
ZC
S

(
λ−2φ̇A − λ−1Db

(
λaAb

))
+ b1π

A
φ

)

+ iZC
(
DaC̄A

(
DaCA + igCA

BCCBaCa
)
− λ−2 ˙̄CA

(
ĊA + igCA

BCCBφC
)))

+

∫
dt

∮
∂Σ

daxn
a

(
iZ̄CC̄A

(
DaCA + igCA

BCCBaCa
)

+
1

S
Z̄CπφAa

A
a

)
. (5.85)
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Eq. (5.85), apart from the presence of new constants, simply involve the effective

actions given in Eq. (5.46), Eq. (5.47) and Eq. (5.48). We can freely choose the

new constants such that Γ
(ε)
N = SR, in which case ΓN,∞ = 0 and hence the theory is

renormalizable. Thus surface integrals at the horizons, specifically those appearing

in Eq. (5.47) and Eq. (5.48), do not affect the renormalizability of the Yang-Mills

field on curved backgrounds.

5.3 Scalar Electrodynamics on spherically symmetric

backgrounds

Having investigated the Yang-Mills field and its renormalizability on spherically

symmetric backgrounds with horizons in the previous section, we now turn our

attention to the effect of horizons on matter fields coupled to gauge theories. This

will be considered through the example of scalar electrodynamics in the following.

5.3.1 Derivation of the Gauss law constraint

This subsection will follow the treatment provided in Chapter 3. The action for the

complex scalar field minimally coupled to the electromagnetic field is given by

SSED = −
∫
dV4

(
DaΦ(DbΦ)∗gab +m2ΦΦ∗ + 1

4
FabFcdg

acgbd
)
, (5.86)

where dV4 is the four-dimensional volume form of the manifold with metric gab, Φ

is a complex scalar field, Da = ∂a + iqAa is the gauge covariant derivative and

Fab = ∂aAb−∂bAa is the electromagnetic field strength tensor. We can now consider

this action on Σ×R. Using the projection operator in Eq. (3.4) we have dV4 = λdVx.

We will also define the projected fields aa = hbaAb, φ = ξaAa, ed = −λ−1ξcFcd,
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D̄a = ∂a + iqaa, D0 = £ξ + iqφ and fab = hcah
d
bFcd. Time derivatives are defined as

the Lie derivative with respect to ξa, as defined in Eq. (3.9). In particular

£ξab = ȧb = −λeb +Dbφ , (5.87)

and likewise for the other fields. By projecting Eq. (5.86), we find

SSED =

∫
dt

∫
Σ

dVxλ

(
λ−2D0Φ(D0Φ)∗ − habD̄aΦ

(
D̄bΦ

∗)−m2ΦΦ∗ − 1

4
fabf

ab +
1

2
eae

a

)
,

(5.88)

Denoting the momenta conjugate to ab , φ ,Φ and Φ∗ by πb, πφ ,Π and Π∗ respec-

tively, we have

πb =
∂LSED
∂ȧb

= −eb , πφ =
∂LSED

∂φ̇
= 0 ,

Π =
∂LSED

∂Φ̇
= λ−1(D0Φ)∗ , Π∗ =

∂LSED

∂Φ̇∗
= λ−1D0Φ . (5.89)

The canonical Hamiltonian can be constructed from the Legendre transform

HC =

∫
Σ

dVx

(
πbȧb + ΠΦ̇ + Π∗Φ̇∗

)
− L

= H0 +

∫
Σ

dVx
(
πbDbφ+ iqφ (Φ∗Π∗ − ΦΠ)

)
(5.90)

where H0 in Eq. (5.90) is given by

H0 =

∫
Σ

dVx λ

(
1

2
πbπb +

1

4
fabf

ab + Π Π∗ +m2ΦΦ∗ + D̄aΦ
(
D̄aΦ

)∗)
(5.91)

The definition of H0 given above will be relevant in considering the BRST treat-

ment of this theory. Following the Dirac-Bergmann algorithm, we add the primary

constraint to the canonical Hamiltonian to define a new Hamiltonian

H̃ = HC +

∫
Σ

dVx vφπ
φ , (5.92)
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where vφ is an undetermined multiplier. From Eq. (2.14), we have the following

canonical Poisson brackets of the theory

[
φ(x), πφ(y)

]
P

= δ(x, y) , [ab(x), πa(y)]P = δab δ(x, y) ,

[Φ(x),Π(y)]P = δ(x, y) , [Φ∗(x),Π∗(y)]P = δ(x, y) . (5.93)

The consistency check of the primary constraint π̇φ ≈ 0 , is evaluated through the

Poisson bracket of πφ and H̃ with the help of a smearing function ε as follows,∫
Σ

dVyε(y)π̇φ(y) =

∫
Σ

dVyε(y)
[
πφ(y), H̃

]
P

=

∫
Σ

dVyε(y)

πφ(y),

∫
Σ

dVx
(
πb(x)Dxbφ(x) + iqφ(x) (Φ∗(x)Π∗(x)− Φ(x)Π(x))

)
P

= −
∮
∂Σ

day ε(y)nybπ
b(y) +

∫
Σ

dVy ε(y)
(
Dybπ

b(y)− iq (Φ∗(y)Π∗(y)− Φ(y)Π(y))
)
,

(5.94)

where nb is the unit spatial normal at the horizons which points in the direction of

increasing time. Since the smearing function ε is regular at the horizons, we find

the following modified Gauss law constraint∫
Σ

dVy ε(y)Ω2(y) =

∮
∂Σ

day n
y
bε(y)πb(y)−

∫
Σ

dVy ε(y)
(
Dybπ

b(y)− iq (Φ∗(y)Π∗(y)− Φ(y)Π(y))
)
,

(5.95)

or equivalently

Ω2 = nbπ
b
∣∣∣
H
−Dbπb + iq (Φ∗Π∗ − ΦΠ) ≈ 0 , (5.96)

The vertical bar on the first term denotes that its contribution is restricted to the

horizon(s) of the spacetime. Thus, by smearing Eq. (5.96) with a regular function

ε and integrating over Σ, we find the expression given in Eq. (5.95). Including the
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constraint Eq. (5.96) in the Hamiltonian with its own Lagrange multiplier (v2), we

can write the total Hamiltonian as

HT = H0 +

∫
Σ

dVx
(
vφπ

φ − (v2(x) + φ(x))Dxbπb(x) + iq (Φ(x)∗Π(x)∗ − Φ(x)Π(x))
)

+

∮
∂Σ

daxn
x
b (v2(x) + φ(x))πb(x)

HT = H0 +

∫
Σ

dVx
(
(v2(x) + φ(x))Ω2(x) + vφ(x)πφ(x)

)
. (5.97)

It is straightforward to verify that Ω̇2 ≈ 0, which reveals that there are no further

constraints of the theory. Since
[
πφ,Ω2

]
P

= 0, the constraints are first class and

generate gauge transformations of the fields. These transformations follow from the

Poisson brackets of the fields with the general linear combination of the first class

constraints, ε1π
φ + ε2Ω2

δφ = ε1 , δab = Dbε2 ,

δΦ = −iqε2Φ , δΠ = iqε2Π ,

δΦ∗ = iqε2Φ∗ , δΠ∗ = −iqε2Π∗ . (5.98)

We can also determine the multipliers from the equations of motion. By considering

[φ,HT ]P we see that vφ = φ̇. Likewise, we note that [ab, HT ]P gives the expression

of Eq. (5.87) provided ∂bv2 = 0. This allows us to set v2 = 0 without any loss of

generality.

5.3.2 Hamiltonian BRST derivation of the Path Integral

Following Sec. (5.1.2), we will now consider the Hamiltonian BRST formalism by

extending the phase space to include additional ghosts and their momenta. In
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addition to the fields considered in the previous section, we introduce the ghost (C)

and antighost (C̄) and their conjugate momenta
(
P , P̄

)
which satisfy[

P̄(x), C̄(y)
]
P

= −δ(x, y) = [P(x), C(y)]P ,

gh (C) = 1 = gh
(
P̄
)
,

gh (P) = −1 = gh
(
C̄
)
, (5.99)

where all other brackets involving the ghosts vanish and where gh ( ) indicates the

ghost number of the argument. Following Eq. (5.36), we define the generator of

BRST transformations QBRST for scalar electrodynamics in this phase space as

QBRST =

∫
Σ

dVx
(
C(x)Ω2(x)− iP̄(x)πφ(x)

)
. (5.100)

The BRST transformations of the fields follows from its Poisson bracket with QBRST,

where as before the smearing functions are assumed to be regular at the horizon.

We find

sab = DbC , sφ = −iP̄ ,

sC̄ = iπφ , sP = −Ω2 ,

sΦ = −iqCΦ , sΠ = iqCΠ ,

sΦ∗ = iqCΦ∗ , sΠ∗ = −iqCΠ∗ ,

sP̄ = 0 = sC ,

sπφ = 0 = sπa . (5.101)

As in the case of the Yang-Mills field in the previous section, we note that Eq. (5.101)

involves no corrections from the horizons of the background. We now define a gauge

fixing fermion Ψ as in Eq. (5.19)

Ψ =

∫
Σ

dVx
(
iC̄(x)χ(x) + P(x)φ(x)

)
. (5.102)
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We will now make the following choice for the term χ involved in Eq. (5.102)

χ = Da(λaa) +
1

2
λπφ − naaa

∣∣∣
H
, (5.103)

Apart from the surface term in Eq. (5.103), this corresponds to the Feynman gauge,

which recovers the action for scalar electrodynamics with the Lorenz gauge fixing

action. The additional surface term in Eq. (5.103) is allowed on backgrounds with

horizons, whose implications we will now consider. By evaluating the Poisson bracket

[Ψ, QBRST]P we find

[Ψ, QBRST]P = −
(
πφχ+ iPP̄ + φΩ2 + iλDaC̄DaC + iC̄naDaC

∣∣∣
H

)
. (5.104)

Following Eq. (5.16), we can define the BRST invariant effective Hamiltonian

Heff = H0 − [Ψ, QBRST]P , (5.105)

which further allows us to construct the effective action from the Legendre transform

Seff =

∫
dt

∫
Σ

dVx

(
ȧbπ

b + λ−1φ̇πφ + Φ̇Π + Φ̇∗Π∗ + λ−1 ˙̄CP̄ + ĊP −Heff

)
,

(5.106)

Let µα ≡
(
aa, π

a, φ, πφ,Φ,Π,Φ∗,Π∗, C̄, P̄ , C,P
)

span over all the field variables. We

can then define the path integral in the following way

Z =

∫
[Dµα] exp (iSeff )

=

∫
[Dµα] exp

i ∫ dt

∫
Σ

dVx

(
ȧaπ

a + λ−1φ̇πφ + Φ̇Π + Φ̇∗Π∗ + λ−1 ˙̄CP̄ + ĊP − φΩ2

− λ
(

1

2
πbπb +

1

4
fabf

ab + Π Π∗ +m2ΦΦ∗ + D̄aΦ
(
D̄aΦ

)∗
+ iDaC̄DaC

)

− πφχ− iPP̄
)
− i
∫
dt

∮
∂Σ

dax C̄naDaC

 ,

(5.107)
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where [Dµα] is the path integral measure. By integrating out the momenta P̄ , P ,

Π, Π∗ and πa in Eq. (5.107), we find

Z =

∫
[Dµ̃α] exp

i ∫ dt

∫
Σ

dVx

(
λ

(
1

2
eaea −

1

4
fabf

ab + λ−2D0Φ (D0Φ)∗ − D̄aΦ
(
D̄aΦ

)∗
−m2ΦΦ∗ + iλ−2 ˙̄CĊ − iDaC̄DaC

)
+ λπφ

(
λ−2φ̇− λ−1Da(λaa)−

1

2
πφ
))

+i

∫
dt

∮
∂Σ

daxn
a
(
πφaa − iC̄DaC

) , (5.108)

where µ̃α ≡
(
aa, φ, π

φ,Φ,Φ∗, C̄, C
)

in Eq. (5.108). In deriving the expression in

Eq. (5.108), we made use of Eq. (5.87) and the second line of Eq. (5.89) following

the path integration of πa, Π and Π∗. We can further express Eq. (5.108) in the

following way

Z =

∫ [
DaaDφDΦDΦ∗DC̄ DC

]
exp (iSSED + iSgh + iSgf ) , (5.109)

where

SSED =

∫
dt

∫
Σ

dVxλ

(
−habD̄aΦ

(
D̄bΦ

∗)+ λ−2D0Φ(D0Φ)∗ −m2ΦΦ∗ − 1

4
fabf

ab +
1

2
eae

a

)
,

Sgf =

∫
dt

∫
Σ

dVxλπ
φ

(
λ−2φ̇− λ−1Da(λaa)−

1

2
πφ

)
+

∫
dt

∮
∂Σ

daxn
aaaπ

φ ,

Sgh = i

∫
dt

∫
Σ

dVx λ
(
λ−2 ˙̄CĊ − DaC̄DaC

)
− i
∫
dt

∮
∂Σ

daxnaC̄DaC . (5.110)

The BRST transformations in Eq. (5.101) now reduce to

saa = DaC , sφ = Ċ ,

sΦ = −iqCΦ , sΦ∗ = iqCΦ∗ ,

sC = 0 , sC̄ = iπφ . (5.111)
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5.3.3 Dressed charges from the co-BRST charge

Physical states |Φ〉 in the BRST formalism satisfy QBRST|Φ〉 = 0. However, due to

the nilpotency of BRST transformations s2 = 0, an equivalent class of states satisfies

this condition with respect to the BRST charge. For instance, given any state |P 〉

which satisfies QBRST|P 〉 = 0, the state |P̃ 〉 = QBRST|T 〉 also satisfies QBRST|P̃ 〉 = 0.

If V denotes the inner product space of the theory, it can be subdivided into a direct

sum of singlets and doublets, which are defined as follows

|P 〉 ∈ V is a singlet if QBRST|P 〉 = 0 , |P 〉 6= QBRST|T 〉 = 0 for any |T 〉 ∈ V

|P̃ 〉 , |T 〉 ∈ V is a doublet if |P̃ 〉 = QBRST|T 〉 6= 0 .

This decomposition can always be made unique and the physical (singlet) state space

is a representation of the BRST cohomology Ker (QBRST) /Im (QBRST) [77].

The co-BRST charge can also be used to determine gauge invariant charges of the

theory, which will mainly concern us in this subsection. One of the earliest proposals

for a co-BRST charge in the context of the Lagrangian for quantum electrodynamics

was provided in [76]. It was argued that a nilpotent operator Q⊥BRST (other than

QBRST) which reduces the ghost number by one and which preserves the gauge fixing

action could be used to resolve singlet states. Physical states now need to satisfy

QBRST|Φ〉 = 0 and Q⊥BRST|Φ〉 = 0. In the case of scalar electrodynamics in flat

spacetime, the following dressed fields

Φphys = Φ exp

(
iq
∂iA

i

∇2

)
, Φ∗phys = Φ∗ exp

(
−iq ∂iA

i

∇2

)
, (5.112)

satisfy the condition QBRST Φphys = 0 = Q⊥BRST Φphys and QBRST Φ∗phys = 0 =

Q⊥BRST Φ∗phys , while Φ and Φ∗ do not. In Eq. (5.112), the index ‘i’ denotes spa-

tial coordinates, while ∇−2 is the inverse Laplacian of flat spacetime which satisfies

∇2
x∇−2(~x, ~y) = δ(~x−~y), where δ(~x−~y) is the Dirac delta function on flat spacetime.
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The dressed fields given in Eq. (5.112) were first constructed by Dirac as gauge in-

variant variables of quantum electrodynamics (QED) in flat spacetime [108]. The

application of dressed fields to resolve the infrared problem in QED was initiated

in [68,69] and were later shown to define asymptotic states and eliminate IR diver-

gences in [70, 74]. More recently, the dressed fields have been used to provide finite

QED scattering amplitudes on asymptotically flat spacetimes [73].

Within the Hamiltonian BRST formalism, the co-BRST operator can be identified

with the gauge fixing fermion χ [77, 78]. We noted in the introduction of this

chapter that regardless of the choice of Ψ, we can always derive a Hamiltonian

and Lagrangian invariant under the BRST transformations generated by QBRST.

However it is possible to choose Ψ in such a way that it is also a conserved charge

of the theory which generates its own nilpotent transformations. Unlike the BRST

charge operator QBRST which follows from a prescribed generalization of the first

class constraints [95], the co-BRST operator is not unique and there may exist

several possible constructions.

Following Eq. (5.16), we now seek the following Hamiltonian

Heff = H̃0 −
[
Ψ̃, QBRST

]
P
, (5.113)

where Ψ̃ is a co-BRST charge which generates its own nilpotent transformations

and H̃0 is both BRST and co-BRST invariant. For scalar electrodynamics, we

will assume that QBRST is as defined in Eq. (5.100). To simplify the notation in

the following treatment let us define J0 = iq (Φ∗Π∗ − ΦΠ). Then the Gauss law

constraint of scalar electrodynamics in Eq. (5.96) can be written as

Ω2 = nbπ
b
∣∣∣
H
−Dbπb + J0 . (5.114)

The co-BRST operator, just as the dressed charges they help identify, will have a
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non-local contribution. We thus introduce a Green function G(x, y) which satisifes

F (D)G(x, y) = δ(x, y) , (5.115)

where F (D) is a differential operator which will be determined. We can now use the

Green function to define H̃0 and Ψ̃ as

H̃0 = H0 +
1

2

∫
Σ

dVx

∫
Σ

dVy (Dxaπa(x))G(x, y)
(
Dybπ

b(y)
)

−
∮
∂Σ

dax

∫
Σ

dVyn
x
aπ

a(x)G(x, y)
(
Dybπ

b(y)
)

−
∫
Σ

dVx

∮
∂Σ

day (Dxaπa(x))G(x, y)nybπ
b(y)

+

∮
∂Σ

dax

∮
∂Σ

dayn
x
aπ

a(x)G(x, y)nybπ
b(y)

 (5.116)

and

Ψ̃ = Ψ +
1

2

∫
Σ

dVxP(x)

∫
Σ

dVyG(x, y)Ω2(y)

= Ψ−
∫
Σ

dVxP(x)

1

2

∫
Σ

dVy
(
Dyaπa(y)− J0(y)

)
G(x, y)−

∮
∂Σ

dayn
y
aπ

a(y)G(x, y)

 .

(5.117)

We will assume that H0 and Ψ in the above equations are those given in Eq. (5.91)

and Eq. (5.102), respectively. However, we will now consider a gauge fixing function

χ which is different from that given in Eq. (5.103). We define

χ = Da(λ−1aa)−
1

2
πφ − λ−1naa

a
∣∣∣
H
. (5.118)

We make this choice as it provides the simplest construction of a co-BRST charge.
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We can see that the terms in the parenthesis in Eq. (5.116) vanish under the BRST

transformations given in Eq. (5.101), since sπa = 0. Thus H̃0 is BRST invariant

and Eq. (5.113) defines a BRST invariant effective action. We will now demonstrate

that Ψ̃ can generate its own nilpotent symmetry transformations under which H̃0

and hence Heff are also invariant. By using Eq. (5.118) in Eq. (5.102), we can de-

termine the transformations generated by Ψ̃. Let us denote
[
µα, Ψ̃

]
P

= δ⊥µα as the

transformations generated by Ψ̃, where µα ≡
(
aa, π

a, φ, πφ,Φ,Π,Φ∗,Π∗, C̄, P̄ , C,P
)

represents the set of all fields in the extended phase space. Evaluating the Poisson

brackets of the fields with Ψ̃ we find the following set of transformations

δ⊥ab(x) =

∫
Σ

dVy
1

2
Dxb (G(x, y))P(y) , δ⊥φ(x) = −1

2
iC̄(x) ,

δ⊥C(x) = −φ(x)−
∫
Σ

dVy
1

2
Ω2(y)G(x, y), δ⊥P̄(x) = −iχ(x) ,

δ⊥πa(x) = iλ−1(x)Dx
a C̄(x) , δ⊥πφ(x) = −P(x) ,

δ⊥Φ(x) = −
∫
Σ

dVy
1

2
iqP(y)Φ(x)G(x, y) , δ⊥Π(x) =

∫
Σ

dVy
1

2
iqP(y)Π(x)G(x, y) ,

δ⊥Φ∗(x) =

∫
Σ

dVy
1

2
iqP(y)Φ∗(x)G(x, y) , δ⊥Π∗(x) = −

∫
Σ

dVy
1

2
iqP(y)Π∗(x)G(x, y) ,

δ⊥C̄(x) = 0 = δ⊥P(x) . (5.119)

The Poisson bracket with Ψ̃ reduces the ghost number of the field it acts on by 1.

These transformations are nilpotent for all the fields µα, i.e. (δ⊥)2µα = 0, provided

the Green function G(x, y) satisfies∫
Σ

dVxf(y)Dxa
(
λ−1(x)DaxG(x, y)

)
−
∮
∂Σ

dax f(y)naxλ
−1(x)DxaG(x, y) = f(x) , (5.120)

where f(x) is any well behaved function on the hypersurface Σ. We can equivalently
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write Eq. (5.120) in the following way

Dxa
(
λ−1(x)DaxG(x, y)

)
− λ−1naxDxaG(x, y) = δ(x, y) . (5.121)

Thus F (D) = Daλ−1Da − naλ−1Da
∣∣∣
H

in Eq. (5.115). It is straightforward to verify

that δ⊥χ = 0, δ⊥H̃0 = 0 and δ⊥Heff = 0. Since the transformations generated by

Ψ̃ are nilpotent and preserves the BRST invariant Hamiltonian, Ψ̃ satisfies all the

properties of a co-BRST operator. The dressed charges now take the form

Φphys(x) = Φ(x) exp

iq ∫
Σ

dVz Dza
(
λ−1(z)aa(z)

)
G(x, z)− iq

∮
∂Σ

daz λ
−1(z)nzaa

a(z)G(x, z)

 ,

Φ∗phys(x) = Φ∗(x) exp

−iq ∫
Σ

dVz Dza
(
λ−1(z)aa(z)

)
G(x, z) + iq

∮
∂Σ

daz λ
−1(z)nzaa

a(z)G(x, z)

 .

(5.122)

Using Eq. (5.101) and Eq. (5.119) on Eq. (5.122), we note that sΦphys = 0 = δ⊥Φphys

and likewise for sΦ∗phys = 0 = δ⊥Φ∗phys. The surface integrals in Eq. (5.122) now

account for contributions from the horizons of the spacetime. In particular, the

above expressions for dressed fields generalize Eq. (5.112) to backgrounds with a

cosmological horizon, such as Schwarzschild-de Sitter. Thus the co-BRST charge

can be used to identify dressed matter fields on non-asymptotically flat backgrounds.

We could have constructed another co-BRST charge using χ as given in Eq. (5.103).

In any choice of χ other than Eq. (5.118), this will require a careful inclusion of fac-

tors of λ in the definition of H̃0 and Ψ̃. The differential operator F (D) in Eq. (5.115)

would also be modified and additional boundary conditions on G(x, y) would be

needed at the horizons.
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5.4 Covariant effective actions

The effective actions derived using the Hamiltonian BRST approach in the previous

sections can be expressed as spacetime covariant integrals over M. In the case of

the Yang-Mills field, we derived the effective action comprising SYM , Sgf and Sgh

in Eq. (5.46), Eq. (5.47) and Eq. (5.48) respectively. Using Eq. (5.1) in Eq. (5.46),

we find the usual spacetime covariant action of the Yang-Mills field

SYM =

∫
dt

∫
Σ

dVx λ

(
1

2
eaAe

A
a −

1

4
fAabf

ab
A

)
= −

∫
M

dV4
1

4
FA
abF

ab
A (5.123)

Using Eq. (5.1) and Eq. (5.6) in Eq. (5.47) and Eq. (5.48), we find

Sgh = i

∫
dt

∫
Σ

dVx λ
(
λ−2 ˙̄CA

(
ĊA + gCA

BCCBφC
)
−DaC̄A(DaCA + gCA

BCCBaCa )
)

− i
∫
dt

∮
∂Σ

dax naC̄A
(
DaCA + gCA

BCCBaCa
)

= −i
∫
M

dV4∇aC̄A
(
∇aCA + gCA

BCCBACa
)
− i
∮
H

da3
1√
2

(la − ka) C̄A
(
∇aCA + gCA

BCCBACa
)

;

Sgf =

∫
dt

∫
Σ

dVx λπ
φ
A

(
λ−2φ̇A − λ−1Da(λaAa )− 1

2
πAφ

)
+

∫
dt

∮
∂Σ

dax n
aaAa π

φ
A

= −
∫
M

dV4 π
φ
A

(
πφA +∇aAAa

)
+

∮
H

da3
1√
2

(la − ka)AAa π
φ
A . (5.124)

In Eq. (5.124),

∮
H

refers to surface integrals over the horizons of the spacetime and

da3 = dtdax.

We can similarly determine the spacetime covariant effective actions of scalar
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electrodynamics. By using Eq. (5.1) and Eq. (5.6) in Eq. (5.110) we find

SSED =

∫
dt

∫
Σ

dVx λ

(
−habD̄aΦ

(
D̄bΦ

∗)+ λ−2D0Φ(D0Φ)∗ −m2ΦΦ∗ − 1

4
fabf

ab +
1

2
eae

a

)

= −
∫
M

dV4

(
DaΦ(DbΦ)∗gab +m2ΦΦ∗ + 1

4
FabFcdg

acgbd
)
, (5.125)

and

Sgf =

∫
dt

∫
Σ

dVx λπ
φ

(
λ−2φ̇− λ−1Da(λaa)−

1

2
πφ

)
+

∫
dt

∮
∂Σ

dax n
aaaπ

φ

= −
∫
M

dV4 π
φ
(
πφ +∇aAa

)
+

∮
H

da3
1√
2

(la − ka)Aaπφ ,

Sgh = i

∫
dt

∫
Σ

dVx λ
(
λ−2 ˙̄CĊ − DaC̄DaC

)
− i
∫
dt

∮
∂Σ

dax naC̄DaC

= −i
∫
M

dV4∇aC̄∇aC − i
∮
H

da3
1√
2

(la − ka) C̄∇aC . (5.126)

The actions considered in Eq. (5.123), Eq. (5.124), Eq. (5.125) and Eq. (5.126)

could be useful within the Lagrangian BRST formalism. They also make explicit the

fact that for a given gauge theory on a curved background, such as the Yang-Mills

field or scalar electrodynamics, the ghost and gauge fixing covariant actions will

involve surface integrals over the horizons of the background. Such surface integrals

do not arise when the curved background only involves spatial boundaries.

5.5 Discussion

In this chapter, we considered the Hamiltonian BRST formalism for constrained

field theories on spherically symmetric backgrounds with one or more horizons. By

considering the Yang-Mills field and scalar electrodynamics as examples, we first
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applied the Dirac-Bergmann formalism to derive the Gauss law constraint which

involves contributions from the horizons of the background. We then extended the

phase space to include the ghosts and their multipliers, needed in order to carry out

the Hamiltonian BRST formalism. The BRST charge is an extension of the first

class constraints of the theory and involves the horizon contribution present in the

Gauss law constraint. In both examples, this led us to consider gauge fixing functions

which include contributions from the horizons. The resulting effective action of the

theory, as a consequence, now involves surface integrals over the horizons in the

ghost and gauge fixing actions.

In the case of the Yang-Mills field, we proceeded to consider the effect of these

surface integrals on the renormalizability of the theory. The Zinn-Justin equation

was used to show that the quantum BRST transformations, which leaves the path

integral in the presence of sources invariant, have the same form as those which

leave the tree level action of the theory invariant. We then considered a quantum

effective action which include bulk and horizon contributions, whose terms were

determined based on symmetries and power counting arguments. We determined

that the surface integrals in the ghost and gauge fixing effective actions, derived in

Eq. (5.47) and Eq. (5.48), do not affect the renormalizability of the theory. Fur-

thermore, we were able to conclude that the bulk and surface actions are in general

separately renormalizable, with the gauge and ghost fields allowed to have an arbi-

trary behaviour at the horizon. We can also note from the quantum effective action

in Eq. (5.82) and its variation under quantum BRST transformations in Eq. (5.83)

that we could have involved the lapse function λ in such a way that the gauge fixing

action has no surface integral while the ghost action does, and vice versa. These

would constitute special cases that are a consequence of the vanishing lapse function

on the horizon. Our results for the renormalizability of the Yang-Mills field should
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be contrasted with results on manifolds with spatial boundaries. On these back-

grounds, the BRST charge operator is unaffected by the presence of boundaries and

as a consequence, fields must be made to satify BRST invariant boundary conditions

to ensure the invariance of the path integral under BRST transformations [109–111].

We also considered the description of dressed charges in the case of scalar elec-

trodynamics on spherically symmetric backgrounds with horizons. This was deter-

mined through the co-BRST charge of the theory, constructed from the gauge fixing

fermion Ψ̃ in the Hamiltonian BRST formalism. When the gauge fixing term χ in

Ψ̃ involves additional surface contributions due to the horizons of the spacetime,

as in Eq. (5.117), we determined that the dressing of the fields is also modified by

corresponding terms at the horizons of the background as in Eq. (5.122).

Our result concerning dressed charges motivates further investigations into the

nature of the electric field and physical propagators of the theory near the horizon.

Such calculations have been well understood in flat spacetime and in addition, play

an important role in determining if the dressings are physically viable [74]. For

instance, the following dressed field in flat spacetime can appear perfectly legitimate

Φphys(x) = Φ(x)exp

 x∫
Γ

dziAi(x0, z)

 ,

where the integral in the exponent is over some path Γ. However, this dressing

provides an infinitely excited state, where the electric flux is confined along Γ. On

the other hand, the field given in Eq. (5.112) does provide the correct expression

for the electric field of a static charge. With an appropriate dressing identified, the

propagators for dressed fields can be used to investigate infrared properties and soft

limits [75]. In the context of the dressed fields in Eq. (5.122), the electric field must

be such that it vanishes for an observer on the horizon, consistent with the Gauss

law constraint. These dressed fields will also have an interesting infrared behaviour
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and soft limit near the horizons. As noted in the introduction of this thesis, the

dressed charges in Eq. (5.112) do provide a realization of the soft charges at null

infinity and have soft limits consistent with Weinberg’s soft photon theorem [73].

Similar soft charges have been argued to exist on the horizons of black holes in [67],

but whose construction have not yet been realized.
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In this thesis, we considered the constrained dynamics of field theories on curved

backgrounds with horizons. Our Hamiltonian analysis was carried out on foliated

spacetimes, where spatial sections of Killing horizons constituted boundaries of the

spatial hypersurfaces. However, these backgrounds differ from manifolds with spa-

tial boundaries. While gauge parameters can be fixed due to the regularity of fields

at the spatial boundaries of manifolds, such conditions need not be required of fields

on Killing horizons. More specifically, horizons constitute a boundary to the ob-

servations of static or stationary observers of the background and not a physical

boundary of the manifold. We can only require that gauge invariant scalars are

finite on the horizons and need not vanish. Gauge fields on the other hand, some of

which appear as the multipliers of the constraints in the Hamiltonian, can have an

arbitrary behaviour at the horizon. This property was reflected in our derivation of

the constraints using the Dirac-Bergmann formalism, wherein we made no particu-

lar assumptions on the smearing functions at the horizon except that they were well

behaved. This results in the derivation of constraints which involve additional con-

tributions from the horizons of the background. This further affected the charges,

dynamics and quantization of gauge theories on curved backgrounds with horizons.

In Chapter 2, we reviewed the Hamiltonian formulation of field theories on foliated

backgrounds and provided the definitions for a manifestly covariant formalism on
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the spatial hypersurfaces. This chapter also reviewed essential elements of the Dirac-

Bergmann formalism for constrained field theories used in this thesis. In Chapter 3,

spherically symmetric backgrounds with horizons were considered, where the spatial

hypersurfaces are orthogonal to the timelike Killing vector field of the background.

As specific examples, we applied the Dirac-Bergmann formalism to the Maxwell

field and Abelian Higgs model. In Chapter 4, we extended the Dirac-Bergmann

formalism to a certain class of axially symmetric backgrounds which admit spatial

hypersurfaces. The spatial hypersurfaces of these backgrounds are orthogonal to

a timelike vector field which is a Killing vector field only on the horizons of the

spacetime and nowhere else. Apart from this subtlety, the Dirac-Bergmann formal-

ism was considered exactly as in the case of spherically symmetric backgrounds. In

all theories considered on both spherically and axially symmetric backgrounds, we

derived a Gauss law constraint which involve additional surface contributions from

the Killing horizons of the background.

We explored specific implications of the horizon corrections to the Gauss law

constraint on the charges, gauge fixing and Dirac brackets of the theory. Ordinarily

in the case of charged black holes, one expects that the electric flux does not vanish

outside and on the event horizon of the black hole. The surface terms at the horizon

in the Gauss law results in an electric flux which is non-vanishing across any surface

outside the horizon of the black hole, but which vanishes exactly across the event

horizon. We argued that a possible explanation of this observation are the presence

of equal and opposite charges on either side of the horizon. This would imply a

screening effect exactly at the horizon which does not, however, affect the electric

flux outside the horizon. The precise implications of the constraint we derived on

the quantum state and the properties of fields at the horizons is a topic for future

investigation.
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The horizon contributions in the Gauss law constraint can also modify known

gauge fixing choices. This was noted in the case of the radiation gauge for the

Maxwell field about the Schwarzschild background in Chapter 3. We first showed

that by not including horizon corrections in the radiation gauge, we can derive Dirac

brackets of the theory which are the covariant generalization of those known in flat

sapcetime. However, by explicitly considering the Green function of the spacetime

Laplacian operator on the Schwarzschild background, we showed that this bracket

reduces to the Poisson bracket when any one of the fields in the bracket is evaluated

at the horizon. We thus also considered a modified radiation gauge which involves

surface contributions from the horizons, analogous to those present in the Gauss law

constraint. This resulted in Dirac brackets which remain distinct from the Poisson

brackets even at the horizon of the Schwarzschild background. The Green function

used to prove this result was derived in the appendix of Chapter 3.

It should be noted however that not all gauge fixing choices must always require

horizon corrections in order to be distinct from Poisson brackets at the horizons. As

shown in the case of the unitary gauge for the Abelian Higgs model in Chapter 3

and the axial gauge for the Maxwell field in Chapter 4, the Dirac brackets in these

gauges remain distinct at all points of the spacetime, including the horizons. In these

gauges, the dependent variables following the gauge fixing do involve corrections at

the horizon due to the modified Gauss law constraint. This involves the fields πη in

Eq. (3.97) and φ in Eq. (4.75).

To further explore the effect of horizons on the quantization of gauge theories,

we considered the Hamiltonian BRST formalism in Chapter 5. We addressed field

theories on spherically symmetric backgrounds with horizons, whose first-class con-

straints satisfy a Lie algebra. As examples, we considered the Yang-Mills field and

scalar electrodynamics. An effective BRST invariant action was derived through a
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choice of a gauge fixing fermion Ψ which involves the gauge fixing term χ. When χ

involved surface contributions from the horizons of the background, we derived an

effective action which involve surface integrals in the ghost and gauge fixing actions.

We used the Zinn-Justin equation to show that quantum BRST transformations of

all theories of the Yang-Mills type have the same form as the classical BRST trans-

formations. By further considering a general form of the quantum effective action,

we showed that the bulk and surface actions are separately renormalizable.

We also considered how the gauge fixing fermion can be chosen to generate its

own nilpotent symmetry transformations, which preserves the gauge fixing term χ

and the BRST invariant Hamiltonian. In this case, Ψ̃ provides a representation of a

co-BRST operator. For abelian gauge theories in general, the BRST and co-BRST

operators can be used to identify physical states of the theory and gauge invariant

fields. In the case of scalar electrodynamics in flat spacetime, scalar fields dressed

with the exponential function of the Coulomb gauge term are separately invariant

under BRST and co-BRST transformations. For curved backgrounds with horizons,

the dressing function will involve additional surface contributions from the horizons

due to horizon corrections present in the gauge fixing term. As such, the dressed

charges derived in this thesis provide a generalization of the known dressed charges

of quantum electrodynamics in flat spacetime.

As discussed at the end of the last chapter, the propagators of dressed fields will

allow for an investigation of the soft limits of photons near the horizons of black

holes. However, since the dressing is also non-local, correlation functions involving

dressed fields at and outside the horizon could provide observable signatures for fields

at horizons. The investigation of propagators and correlation functions resulting

from a BRST and co-BRST invariant path integral might thus provide key insights

into the nature of gauge invariant fields at the horizons of the background. While

147



6 Summary and future outlook

surface integrals in the gauge fixing action do modify dressed charges and could

affect physical processes at the horizons, surface integrals in the ghost action can

likewise have interesting consequences. We note that ghost fields in BRST invariant

actions help define the partition function of thermal gauge theories, especially within

real time approaches of thermal field theories such as the thermo-field double (TFD)

formalism [112]. Thus surface integrals of the ghosts at the horizon could modify the

known thermal propagators and correlation functions in flat spacetime and provide

corrections near the horizons on black hole backgrounds.

We can also consider gravitational fields perturbatively about fixed backgrounds

with horizons. Unlike gauge theories which were considered in this thesis, grav-

itational field perturbations must preserve the foliation and the horizons of the

background. A particularly interesting avenue for future investigation involve per-

turbations about Kerr backgrounds, which will be relevant for gravitational waves.

Dressed charges in gravity can also be similarly constructed as in abelian gauge

theories [113]. Local field theories do not commute with the generators of diffeo-

morphisms and as such, cannot represent diffeomorphism-invariant observables in an

effective theory of gravity [114]. Non-locally dressed fields on the other hand can be

diffeomorphism-invariant [115]. It will be interesting to explore these constructions

on backgrounds with horizons and their relation to soft graviton theorems.
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